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Abstract. Let G be a product of rank-one simple real algebraic groups
and let Γ < G be a Zariski dense Anosov subgroup, or relatively Anosov
subgroup. In this paper, we prove a complete classification of invari-
ant Radon measures for the maximal horospherical action on Γ\G. In
particular, when Γ is Anosov, this solves the open problems proposed
by Landesberg–Lee–Lindenstrauss–Oh for rankG ≤ 3, and by Oh in
general.

More generally, we consider the horospherical foliation of a product
of CAT(−1) spaces, and present a classification of Radon measures sup-
ported on a recurrent subfoliation that are invariant under the action of
transverse subgroups.
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1. Introduction

Given a dynamical system, classifying invariant measures is a natural and
important questions with many applications, as also indicated by the cel-
ebrated theorem of Ratner [Rat91]. We study this question for dynamical
systems given by horospherical actions.

Let G be a connected semisimple real algebraic group and P < G its min-
imal parabolic subgroup with a fixed Langlands decomposition P = MAN ,
where A is a maximal real split torus of G, M < P is a maximal compact
subgroup commuting with A, and N is the unipotent radical of P .

Let Γ < G be a Zariski dense discrete subgroup. The right multiplication
of N on Γ\G is called (maximal) horospherical action. For a uniform lattice
Γ < G, the N -action on Γ\G is uniquely ergodic,1 with the Haar measure
for G as the ergodic measure. This was first shown for G = PSL(2,R) by
Furstenberg [Fur73], and by Veech [Vee77] in general. When Γ < G is a
non-uniform lattice, Dani classified all N -invariant ergodic Radon measures
on Γ\G ([Dan78], [Dan81]).

We are mainly interested in the case that Γ < G is not a lattice, i.e.,
Γ has infinite covolume. The first classification of horospherical invariant
measure in this setting is due to Burger [Bur90], who considered the case
that G = PSL(2,R) and Γ < G is convex cocompact with critical exponent
strictly bigger than 1/2. More generally, when G is of rank one and Γ <
G is geometrically finite, Roblin classified all NM -invariant ergodic Radon
measures on Γ\G [Rob03]. The main component of the works of Burger
and Roblin is that the NM -action is uniquely ergodic on the recurrence
locus, the subset of Γ\G where the forward frame flow (or geodesic flow) is
recurrent to a compact subset. This unique ergodic measure is now called
the Burger–Roblin measure. Later, Winter showed that the Burger–Roblin
measure is N -ergodic and provided the classification of N -invariant Radon
measures [Win15]. For geometrically infinite cases, Babillot and Ledrappier
first discovered that there may be continuous family ofNM -invariant ergodic
Radon measures ([Bab04], [BL98]); see also ([Sar04], [Sar10], [Led08], [LS07],
[Win15], [OP19], [LL22], [Lan21], [LLLO23]) for partial classification results
in the rank-one case.

We now move to the case that G is of higher rank. Edwards–Lee–Oh
extended the notion of Burger–Roblin measure to higher rank, introduc-
ing higher-rank Burger–Roblin measures [ELO23]. Their ergodicity with
respect to horospherical actions were proved for Zariski dense Borel Anosov
subgroups by Lee–Oh ([LO23], [LO24]), and for a larger class of discrete
subgroups by the second author [Kim24]. Later in this paper, we will also
generalize this ergodicity to horospherical foliations of products of CAT(−1)
spaces using a different approach (Theorem 5.1).

1By unique ergodicity, we mean that there exists a unique invariant ergodic Radon
measure up to a constant multiple.
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On the other hand, the only known result towards measure classification
in higher-rank settings was the work of Landesberg–Lee–Lindenstrauss–Oh
[LLLO23]. They considered

(1.1) G :=
r∏
i=1

Gi

where Gi is a simple real algebraic group of rank one. In this case, we have
r = rankG. We also assume Equation (1.1) in the rest of the introduction.

They also considered the directionally recurrent set in Γ\G for each 1-
dimensional diagonal flow (or, directional flow). More precisely, denote by
a := LieA and fix a positive Weyl chamber a+ ⊂ a. Then for each v ∈ int a+,
they showed that up to scaling, there exists at most one N -ergodic invariant
Radon measure supported on RΓ,v ⊂ Γ\G consisting of elements each of
whose 1-dimensional exp(R>0v)-orbit is recurrent to a compact subset.

On the other hand, whether RΓ,v supports a nonzero, N -invariant Radon
measure or not is understood only when Γ < G is an Anosov subgroup. An
Anosov subgroup is a higher-rank generalization of convex cocompact sub-
groups, introduced by Labourie [Lab06] for surface groups and generalized
by Guichard–Wienhard [GW12] for hyperblic groups.

In the setting of product of rank-one Lie groups, Γ < G is (Borel)2 Anosov
if the projection Γ → Gi has finite kernel and convex cocompact image for
all 1 ≤ i ≤ r. Based on the ergodicity results of Lee–Oh ([LO23], [LO24])
and Burger–Landesberg–Lee–Oh [BLLO23], the rigidity result of [LLLO23]
is as follows:

Theorem 1.1 ([LLLO23]). Let Γ < G be a Zariski dense Anosov subgroup
and v ∈ int a+. Let LΓ ⊂ a+ denote the limit cone3 of Γ.

(1) For r ≤ 3 and v ∈ intLΓ, the N -action on RΓ,v is uniquely ergodic.
(2) For r > 3 or v /∈ intLΓ, there exists no non-zero, N -invariant mea-

sure Radon measure supported on RΓ,v.

The ergodic measures in (1) above are higher-rank Burger–Roblin mea-
sures, whose ergodicity was proved in [LO24], and being supported on the
directionally recurrent set was proved in [BLLO23]. Delaying their defini-
tions, we note that in contrast to rank-one settings, they come as a family
of mutually singular measures, because higher-rank Patterson–Sullivan mea-
sures do so. The reason for the rank dichotomy in Theorem 1.1(2) is that
RΓ,v has zero Burger–Roblin measures when r > 3 [BLLO23].

A genuine region for the horospherical action is the unique P -minimal set

EΓ ⊂ Γ\G

2i.e., with respect to a minimal parabolic subgroup. Throughout the paper, we only
consider this case, and similarly for relatively Anosov and transverse subgroups.

3The limit cone of Γ is the asymptotic cone of the Cartan projections of Γ in a. We
will revisit this later.



4 INHYEOK CHOI AND DONGRYUL M. KIM

where the uniqueness is due to Benoist [Ben97]. In view of Theorem 1.1, the
following open problem was proposed by Landesberg–Lee–Lindenstrauss–
Oh, towards classifying horospherical invariant measures.

Question 1.2 ([LLLO23, Open problem 1.8]). Let Γ < G be a Zariski dense
Anosov subgroup and suppose r ≤ 3. Is any N -invariant ergodic Radon
measure on EΓ supported on RΓ,v for some v ∈ int a+?

More generally, in a very recent preprint for the Proceedings of the ICM
2026, Oh asked for horospherical measure classification for Anosov subgroups
without any rank assumption on G, i.e., on r.

Question 1.3 ([Oh25, Section 8.2]). Let Γ < G be a Zariski dense Anosov
subgroup. Is any N -invariant ergodic Radon measure on EΓ a Burger–Roblin
measure?

1.1. Main results for Anosov subgroups. Main results of this paper are
affirmative answers to Question 1.2 and Question 1.3, resolving the open
problem proposed by Landesberg–Lee–Lindenstrauss–Oh in [LLLO23] and
by Oh in [Oh25]. Indeed, we give a complete classification of horospherical
invariant measures.

Theorem 1.4. Let Γ < G be a Zariski dense Anosov subgroup. Let µ be a
non-zero, N -invariant ergodic Radon measure on Γ\G. Then either

(1) µ is supported on EΓ and is a constant multiple of a Burger–Roblin
measure, or

(2) µ is supported on a closed NM -orbit in (Γ\G) r EΓ.

Note that the same holds for NM -invariant ergodic Radon measures (see
Corollary 1.6 below).

Remark 1.5. Under an extra assumption that the measure is AM -quasi-
invariant, the measure classification was proved by Lee–Oh ([LO23, Theorem
1.1], [LO24, Theorem 1.3]) for Anosov subgroups as above, and by the second
author [Kim24] for relatively Anosov subgroups and transverse subgroups as
in Theorem 1.9 below. These are consequences of N -ergodicity of Burger–
Roblin measures.

The major part of the proof our main results is to show that any NM -
invariant ergodic Radon measure on EΓ is A-quasi-invariant. Once we have
the quasi-invariance, then the classification follows from [LO23, Proposition
10.25]. See also [ANSS02, 0.1 Basic Lemma] and [Sar04, Lemma 1] for this
in a more abstract setting.

In fact, we classify horospherical invariant measures for a more general
class of discrete subgroups. Delaying this general result to the next subsec-
tion, we first describe higher-rank Burger–Roblin measures.

Fix a maximal compact subgroup K < G so that the Cartan decomposi-
tion G = K(exp a+)K holds. Then we have the Furstenberg boundary

F := K/M = G/P.
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Let Γ < G be a Zariski dense discrete subgroup. For δ ≥ 0 and a linear
form ψ ∈ a∗, a Borel probability measure ν on F is called a δ-dimensional
ψ-conformal measure of Γ if

dg∗ν

dν
(ξ) = e−δ·ψ(βξ(g,id)) a.e.

where β is the a-valued Busemann cocycle (Equation (6.1)), each of whose
components is a usual Busemann cocycle for a rank-one symmetric space.
This notion of conformal measures was first introduced by Quint [Qui02b],
generalizing the classical Patterson–Sullivan theory to higher rank.

In [ELO23], Edwards–Lee–Oh extended the classical Burger–Roblin mea-
sure to higher rank. For a δ-dimensional ψ-conformal measure ν of Γ on
F , the (higher-rank) Burger–Roblin measure associated to ν is the Radon
measure µBR

ν on Γ\G induced by the Γ-invariant measure µ̃BR
ν on G defined

as follows: for g = k(expu)n ∈ K(exp a)N in Iwasawa decomposition of G,

(1.2) dµ̃BR
ν (g) := eδ·ψ(u)dν̃(k)dudn

where ν̃ is the M -invariant lift of ν to K and du and dn are Lebesgue
measures on a and N respectively. The measure µBR

ν is NM -invariant.
We denote by Λ(Γ) ⊂ F = G/P the limit set of Γ, which is the unique

Γ-minimal subset [Ben97]. In terms of the limit set, we have

EΓ = {[g] ∈ Γ\G : gP ∈ Λ(Γ)}.

Hence, µBR
ν is supported on EΓ if and only if ν is supported on Λ(Γ), and

in this case, the NM -ergodicity and N -ergodicity were proved by Lee–Oh
([LO23], [LO24]). As a corollary of Theorem 1.4 we conclude that Burger–
Roblin measures are all such ergodic measures.

Corollary 1.6. Let Γ < G be a Zariski dense Anosov subgroup. Then the
following three sets are the same, up to constant multiples:

(1) {µBR
ν : ν is a conformal measure of Γ on Λ(Γ)}.

(2) the set of all NM -invariant ergodic Radon measures on EΓ.
(3) the set of all N -invariant ergodic Radon measures on EΓ.

The set of N -ergodic measures in Corollary 1.6 can be described more
explicitly. Denote by κ : G → a+ the Cartan projection, defined by the
condition g ∈ K(expκ(g))K for all g ∈ G. The limit cone LΓ ⊂ a+ of Γ is
the asymptotic cone of Cartan projections κ(Γ). Benoist showed that if Γ is
Zariski dense, LΓ is convex and has non-empty interior [Ben97]. For a Zariski
dense Anosov subgroup Γ < G, Lee–Oh classified conformal measures of Γ
on Λ(Γ) in [LO23], and provided a natural homeomorphism

(1.3) P(intLΓ) ←→ {µBR
ν : ν is a conformal measure of Γ on Λ(Γ)}

constructed using tangencies of the growth indicator of Γ, introduced by
Quint [Qui02a]. Corollary 1.6 is now rephrased as follows:
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Corollary 1.7. Let Γ < G be a Zariski dense Anosov subgroup. Then
the homeomorphism in Equation (1.3) becomes homeomorphisms among the
following three sets: ß

NM -invariant ergodic
non-zero Radon measures on EΓ

™
intLΓ ß

N -invariant ergodic
non-zero Radon measures on EΓ

™
In particular, they are all homeomorphic to Rr.

Corollary 1.6 and Corollary 1.7 do not have any rank assumption, and
hence gives an affirmative answer to Question 1.3, which was proposed by
Oh in [Oh25]. For Question 1.2, we note that RΓ,v ⊂ EΓ is the same as
the set of [g] ∈ Γ\G such that gP ∈ F is contained in the “directional
limit set for v,” which is a subset of Λ(Γ). In [BLLO23], it was shown that
when r ≤ 3, any conformal measure ν of a Zariski dense Anosov subgroup
Γ < G supported on Λ(Γ) is in fact supported on the directional limit set
for some v ∈ int a+. Therefore, Question 1.2, the open problem proposed in
[LLLO23], is resolved by Corollary 1.6.

1.2. Beyond Anosov subgroups. Our approach to measure classification
applies to subgroups beyond Anosov ones, namely the transverse subgroups.

The notion of transverse subgroups of general Lie groups was introduced
and studied by Canary–Zhang–Zimmer [CZZ24]. This notion extends rank-
one discrete subgroups to higher rank, and Anosov subgroups are special
examples of transverse subgroups. Their important property that they admit
natural convergence group actions was proved earlier by Kapovich–Leeb–
Porti [KLP17].

We now define transverse subgroups in our setting of Equation (1.1). Note
that the associated Riemannian symmetric space G/K and the Furstenberg
boundary F can be written as

G/K =

r∏
i=1

Xi and F =

r∏
i=1

∂Xi

where Xi is the rank-one symmetric space associated to Gi and ∂Xii is its
Gromov boundary, for each 1 ≤ i ≤ r. Fix a basepoint o = [id] ∈ G/K.

Definition 1.8. A Zariski dense discrete subgroup Γ < G is called transverse
if

• for any infinite sequence {gn}n∈N ⊂ Γ, we have that gno ∈ G/K
diverges as n→ +∞ in each component Xi, 1 ≤ i ≤ r, and
• for any two distinct (ξ1, . . . , ξr), (ζ1, . . . , ζr) ∈ Λ(Γ), we have ξi 6= ζi
for all 1 ≤ i ≤ r.
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A Zariski dense transverse subgroup Γ < G acts on the limit set Λ(Γ) ⊂
F as a convergence group. When the Γ-action on Λ(Γ) is a geometrically
finite convergence action, we call Γ relatively Anosov. If the Γ-action on
Λ(Γ) is a uniform convergence action, then Γ is Anosov, and vice versa. As
Anosov subgroups are higher-rank version of convex cocompact subgroups in
rank one, relatively Anosov subgroups are higher-rank analogues of rank-one
geometrically finite subgroups.

For this general class of discrete subgroups, we consider a subset RΓ ⊂ EΓ

which we call recurrence locus, defined as follows:

(1.4) RΓ := {x ∈ Γ\G : x · exp a+ is recurrent to a compact subset},

i.e., x ∈ RΓ if and only if there exists a sequence {an}n∈N ⊂ a+ diverging
in each component of a = Rr such that {xan}n∈N is contained in a fixed
compact subset. The set RΓ is much larger than RΓ,v, v ∈ int a+, dis-
cussed before, because RΓ considers the full exp a+-orbits, not only a fixed
1-dimensional one given by v. Indeed, when Γ is Anosov, RΓ = EΓ while
RΓ,v is a proper subset of EΓ.

For a linear form ψ ∈ a∗, we denote the associated Poincaré series by
PΓ,ψ(s) :=

∑
g∈Γ e

−sψ(κ(g)). We also denote its critical exponent by δψ(Γ) :=

inf{s > 0 : PΓ,ψ(s) < +∞}. We say that a conformal measure ν of Γ is of
divergence type if ν is a δψ(Γ)-dimensional ψ-conformal measure of Γ for
some ψ ∈ a∗ such that δψ(Γ) < +∞ and PΓ,ψ(δψ(Γ)) = +∞. Note that in
our setting, the Cartan projection κ(g) ∈ a = Rr is the vector whose i-th
component is the displacement between o, go ∈ G/K in the component Xi.

By the higher-rank Hopf–Tsuji–Sullivan dichotomy for transverse sub-
groups ([CZZ24], [KOW25]), the Burger–Roblin measure µBR

ν is supported
onRΓ for a divergence-type conformal measure ν. Moreover, in this case, the
second author showed NM -ergodicity and N -ergodicity of µBR

ν in [Kim24].
It turns out that they are the only ergodic measures.

Theorem 1.9. Let Γ < G be a Zariski dense transverse subgroup. Then the
following three sets are the same, up to constant multiples:

(1) {µBR
ν : ν is a divergence-type conformal measure of Γ on Λ(Γ)}.

(2) the set of all NM -invariant ergodic Radon measures on RΓ.
(3) the set of all N -invariant ergodic Radon measures on RΓ.

As a corollary of Theorem 1.9, we have the horospherical measure classi-
fication on Γ\G, for relatively Anosov subgroups.

Corollary 1.10. Let Γ < G be a Zariski dense relatively Anosov subgroup.
Let µ be a non-zero, N -invariant ergodic Radon measure on Γ\G. Then
either

(1) µ is supported on RΓ and is a constant multiple of a Burger–Roblin
measure, or

(2) µ is supported on a closed NM -orbit in (Γ\G) rRΓ.
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Note that the same holds for NM -invariant ergodic Radon measures by
Theorem 1.9.

Remark 1.11. As we will see, we prove Theorem 1.9 for a product of general
CAT(−1) spaces, when the vector-valued length spectrum is non-arithmetic,
i.e., generates a dense additive subgroup. See Theorem 4.4 and Theorem 5.1.

To give a more concrete sense, we consider the following example. Let Γ be
a genus 3 surface group acting simultaneously on two open disks Σ̃, Σ̃′ with
pinched negative curvatures. Let Σ and Σ′ be the resulting genus 3 surfaces.
Then Γ sits in Isom(Σ̃ × Σ̃′) as a transverse and non-elementary subgroup.
We claim that given Σ and Σ′, one can slightly perturb the metrics on Σ
and Σ′ so that Γ < Isom(Σ̃× Σ̃′) admits non-arithmetic vector-valued length
spectrum.

Let γ1, . . . , γ4 be disjoint simple closed curves on Σ and let γ′1, . . . , γ′4 be
the corresponding ones on Σ′. Their lengths `Σ(·) on Σ and `Σ′(·) on Σ′ are
determined by the local choice of metrics on disjoint annular neighborhoods
A1, . . . , A4 and A′1, . . . , A

′
4, as long as global CAT(−1)-ness is guaranteed.

Fixing the choices of metrics on A1 and A′1, thereby fixing a length vector
v1 := (`Σ(γ1), `Σ′(γ

′
1)) ∈ R2, we perturb the metrics on A2 and A′2 slightly

so that v2 := (`Σ(γ2), `Σ′(γ
′
2)) ∈ R2 is not commensurable to v1. If 〈v1,v2〉

is the full R2, we can stop here. If not, we similarly perturb the metrics on
A3 and A′3 so that v3 := (`Σ(γ3), `Σ′(γ

′
3)) ∈ R2 is not commensurable to the

subgroup 〈v1,v2〉. Do the same for A4 and A′4. The worst case is when we
see subgroups isomorphic to Z, Z2, Z×R, or R2, and in every case we get a
perturbed metric for which v1, . . . ,v4 generate a dense subgroup of R2.

Meanwhile, if Σ̃ and Σ̃′ are equipped with constant curvature −1, whence
Σ̃×Σ̃′ is a symmetric space H2×H2, then Γ has non-arithmetic vector-valued
length spectrum whenever Σ and Σ′ are not isometric, as shown by Benoist
[Ben00] (see Theorem 6.2).

1.3. On the proof. Our proof is rather geometric, and does not make use of
any continuous flow on Γ\G, such as one-dimensional diagonal flows given by
v ∈ int a+, or multi-dimensional action of exp a+. We also do not rely on the
existence of Besicovitch-type covering. These are major differences between
our argument and previous literature, and enable us to classify horospherical
invariant measures without restricting the supports of measures to smaller
subsets.

More generally, we consider the product space Z :=
∏r
i=1Xi, where Xi

is a proper geodesic CAT(−1) space, not necessarily a symmetric space for
a Lie group. In this setting, the notion of transverse subgroup Γ < Isom(Z)
is defined similarly. We then prove a measure classification for the Γ-action
on the horospherical foliation H := ∂Z × Rr, where ∂Z =

∏r
i=1 ∂Xi and

the Γ-action on Rr-component is given by Busemann cocycles for each Xi

componentwise. Then all results in the introduction are deduced from this.
The proof of this measure classification is based on extending the technique

developed in our recent work [CK25] to vector-valued cocycles in Rr. In
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[CK25], so-called squeezing geodesics were key players. While every geodesic
in a CAT(−1) space is squeezing (Lemma 2.4), it is no longer true in the
product of CAT(−1) spaces due to the presence of flats. Our major technical
difficulty lies in overcoming the presence of flats, by controling tuples of
geodesics in each Xi’s and obtaining squeezing properties simultaneously in
each component. We use geometric aspects of transverse subgroups for this.

We elaborate this further. Given a Γ-invariant ergodic Radon measure µ
on H, we first show that for µ-a.e. (ξ, u) ∈ H = ∂Z×Rr, the point ξ ∈ ∂Z is
accumulated by a Γ-orbit in Z, not just conically but “fellow traveling” the
translates of the axis of a chosen loxodromic element of Γ in each component
simultaneously (Theorem 4.5). The “fellow traveling” property is based on
the contracting property of a geodesic in a CAT(−1) space which is weaker
than squeezing, and we use the transverse property of Γ to guarantee the
fellow traveling simultaneously in each component.

Next, using the squeezing property of axes in each component simultane-
oulsy, we investigate the “fellow traveling accumulations” further and show
that the measure µ is quasi-invariant under the translation by the vector-
valued translation length in Rr of the chosen loxodromic element. Control-
ling this squeezing property and fellow traveling in each component simul-
taneously, we are able to precisely get the vector-valued translation length
(Theorem 4.6). These compose the major step of the proof of our mea-
sure classification. We emphasize that we do not care about the “speed” of
fellow traveling in each component, which might correspond to considering
1-dimensional diagonal flows.

1.4. Organization. In Section 2, we present a brief review of the geometry
of CAT(−1) spaces. We consider products of CAT(−1) spaces and prove
simultaneous alignment property in Section 3, which is one of the key ob-
servations in this paper. Section 4 is devoted to the main rigidity result for
measures on the horospherical foliations of product spaces. The ergodicity of
such measures is proved in Section 5. In Section 6, we consider higher-rank
homogeneous spaces and deduce results stated in the introduction.

1.5. Acknowledgements. The authors would like to thank Hee Oh for
helpful conversations and useful comments on the earlier version of this pa-
per. Kim extends his special gratitude to his Ph.D. advisor Hee Oh for her
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1.6. Notation. For reals a, b, c, we write the condition |a−b| < c by a =c b.
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2. Basic CAT(–1) geometry

In this section, we review basics of the geometry of CAT(−1) spaces. We
refer the readers to classical references including [Gro87], [CDP90], [GdlH90],
and [BH99] for more details.

CAT(−1) spaces are geodesic metric spaces where every geodesic triangle
is no fatter than the corresponding comparison triangle in H2. Throughout
this section, let (X, d) be a proper geodesic CAT(−1) space and let x0 ∈ X
be a basepoint. This forces that X is uniquely geodesic: for each x, y ∈ X,
there exists a unique geodesic connecting x to y, which we denote by [x, y].

2.1. Contracting property and squeezing property. We say that two
geodesics [x, y] and [x′, y′] inX are C-equivalent if d(x, x′) < C and d(y, y′) <
C. The CAT(−1) property implies the following:
Fact 2.1 ([GdlH90, Proposition 3.4.27]). Let γ and γ′ be two compact geodesics
that are C-equivalent. Then their Hausdorff distance is at most C.

Given a geodesic γ ⊂ X and a point x ∈ X, there exists the unique
closest point on γ from x. We denote that point by πγ(x). The map πγ(·) is
distance-decreasing, i.e., 1-Lipschitz and continuous. In fact, we have:
Lemma 2.2 (Contracting property). Let γ ⊂ X be a geodesic and let x, y ∈
X be such that d(πγ(x), πγ(y)) > 2. Then there exist points p, q ∈ [x, y] with
d(x, p) < d(x, q) such that

• Diam(πγ([x, p]) ∪ {p}) ≤ 2,
• Diam(πγ([q, y]) ∪ {q}) ≤ 2, and
• [πγ(x), πγ(y)] and [p, q] are 2-equivalent.

See Appendix A for its proof. As a consequence, any geodesic that is
far away from γ cannot have large projection on γ. This is the so-called
contracting property of γ.

Up to changing the constant 2 above, this lemma follows from the classical
tree approximations ([CDP90, Théorème 8.1], [GdlH90, Théorème 2.12]).
We give a proof in the appendix for completeness.

For every x ∈ X, every geodesic γ ⊂ X, and every p ∈ γ, the triangle
4xπγ(x)p is right-angled at πγ(x). Hence, πγ(x) is 0.604-close to [x, p]. This
implies that:
Corollary 2.3. Let γ : R→ X be a geodesic, let x ∈ X and let γ(t) = πγ(x).
Then for every s ∈ R, we have

(2.1) d(x, γ(s)) =1.3 d(x, γ(t)) + |t− s|.
We now record a finer contracting behavior exhibited by geodesics in X,

which we call the squeezing property. See Figure 1.
Lemma 2.4 (Squeezing property). Let γ : R → X be a geodesic. Then for
any ε > 0, there exists L = L(ε) > 0 such that for each x, y ∈ X and t ∈ R
with γ(t− a) = πγ(x) and γ(t+ b) = πγ(y) for some a, b ≥ L, we have

d
(
[x, y], γ(t)

)
≤ ε.
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In fact, geodesics in CAT(−1) spaces enjoy even stronger exponentially
squeezing property thanks to the comparison principle. We leave the proof
to interested readers.

As we will see later, squeezing geodesics are well-suited for studying ho-
rofunctions due to the following lemma.

Lemma 2.5 ([CK25, Lemma 5.6]). Let γ : R→ X be a geodesic. Fix ε > 0
and let L = L(ε) > 0 as in Lemma 2.4. Let x1, x2, y1, and y2 be points in X
and let t ∈ R be such that

πγ(xi) ∈ γ ((−∞, t− L]) and πγ(yi) ∈ γ ([t+ L,+∞)) for i = 1, 2.

Then we have

d(x1, y1)− d(x1, y2) =8ε d(x2, y1)− d(x2, y2).

x

y

≥ L
γ

Figure 1. A squeezing geodesic γ

2.2. Alignment. We now define alignment between geodesics and points.

Definition 2.6 (Alignment). Let w, x, y, z ∈ X. For a geodesic [x, y] ⊂ X
and K ≥ 0, we say that the sequence (w, [x, y]) is K-aligned if

d
(
π[x,y](w), x

)
< K.

Similarly, we call that the sequence ([x, y], z) is K-aligned if (z, [y, x]) is
K-aligned.

Finally, we say that the sequence (w, [x, y], z) is K-aligned if both se-
quences (w, [x, y]) and ([x, y], z) are K-aligned. See Figure 2.

The following is immediate.

Lemma 2.7. Let γ ⊂ X be a geodesic of length L ≥ 0, let 0 ≤ D ≤ L and
let x ∈ X. Then (γ, x) is not D-aligned or (x, γ) is not (L−D)-aligned.

In general, we can define the alignment between compact geodesics and
boundary points in the same way (see Definition 2.9). We first need the
following fact. See Appendix A for its proof.

Lemma 2.8. Let γ ⊂ X be a compact geodesic. Then the nearest-point
projection πγ(·) : X → γ extends continuously to the boundary ∂X. More
explicitly, for every sequence {zn}n∈N ⊂ X converging to z ∈ X ∪ ∂X, the
limit limn→+∞ πγ(zn) exists.
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x y

w z

K K

Figure 2. Alignment of geodesics and points.

Using this extended nearest-point projection, we can define the alignment
between compact geodesics and boundary points.

Definition 2.9. Let ξ ∈ ∂X and γ ⊂ X be a compact geodesic. For K ≥ 0,
we say that (ξ, γ) is K-aligned if for every sequence {zi}i∈N ⊂ X converging
to ξ, (zi, γ) is K-aligned eventually (i.e., for all large i ∈ N). We define the
alignment for (γ, ξ′) and (ξ, γ, ξ′) similarly for ξ′ ∈ X ∪ ∂X.

2.3. Shadows and alignment. We make a useful elementary observation
that the alignment can be interpreted in terms of shadows.

Definition 2.10. For x, y ∈ X and R > 0, we define the shadow OR(x, y)
of a ball of radius R centered at y viewed from x, as follows:

OR(x, y) := {w ∈ X ∪ ∂X : d([x,w], y) < R}.

It is easy to see that for x, y ∈ X and R > 0, if ξ ∈ OR(x, y), then

d(x, y)− 2R ≤ βξ(x, y) ≤ d(x, y).

We now interpret the alignment using shadows. First, note that one can
imagine that if x, y, z, w ∈ X satisfy

w ∈ OR(x, y) ∩OR(y, z),

then y comes earlier than z along [x,w]. Indeed, one can show the following:

Lemma 2.11.
(1) For each R > 1 and x, y, z, w ∈ X, if w ∈ OR(x, y)∩OR(y, z) holds,

then
(x, [y, z], w) is 6R-aligned.

(2) For each R > 1 and x, y, z, w ∈ X, if (x, [y, z], w) is R-aligned and
d(y, z) > 3R, then

w ∈ O3R(x, y) ∩O3R(y, z).
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2.4. Isometries. We now turn to isometries of X. As a Gromov hyperbolic
space, X has the Gromov boundary ∂X. The isometries can be classified in
terms of their fixed points in X ∪ ∂X. A non-trivial isometry g ∈ Isom(X)
is either elliptic (i.e., fixes a point in X), parabolic (i.e., has a unique fixed
point in ∂X), or loxodromic (i.e., has a unique pair of two fixed points in
∂X). If g ∈ Isom(X) is of infinite order, it is either parabolic or loxodromic.

Among them, a loxodromic element g ∈ Isom(X) preserves a unique geo-
desic γ : R → X connecting two fixed points of g, called the axis of g, and
acts on it as a translation by τg > 0. We call τg the translation length of g.

Given a loxodromic g ∈ Isom(X), note that

τg = lim
n→+∞

d(x, gnx)

n
> 0 for each x ∈ X.

Then we can observe the following:

τg = inf
x∈X

d(x, gx) and τgk = |k|τg for each k ∈ Z.

Note that in the CAT(−1) space X, every geodesic is squeezing (Lemma
2.4) and hence every loxodromic isometry g possesses a squeezing axis, which
is unique up to reparametrization. Ideally, it is the most convenient to
capture the squeezing property of g in terms of the nearest-point projection
onto the axis of g. However, the chosen basepoint x0 ∈ X might not be on
the axis γ, and one often needs to relate the nearest-point projections onto
γ and [x0, g

kx0] for various k ∈ Z. The following lemma serves this purpose,
whose proof can be found in [CK25, Lemma 5.9].

Lemma 2.12. Let g ∈ Isom(X) be a loxodromic isometry, γ : R → X its
axis, and x0 ∈ X. Then there exists C = C(g, γ, x0) > 0 such that the
following holds.

(1) d
(
gkx0, γ(τgk)

)
< C for all k ∈ Z.

(2) Let k ∈ N, x ∈ X, and K ≥ C. ThenÄ
x, [x0, g

kx0]
ä

is not K-aligned =⇒ πγ(x) ∈ γ ([K − C,+∞)) .

(3) Let k ∈ N, x ∈ X, and 0 ≤ K ≤ τgk − C. ThenÄ
x, [x0, g

kx0]
ä

is K-aligned =⇒ πγ(x) ∈ γ ((−∞,K + C]) .

Moreover, C can be chosen so that C(g, γ, x0) = C(gk, γ, x0) for all k ∈ N
and C(g−1, γ̂, x0) = C(g, γ, x0) where γ̂ is the inversion of γ.

We often write C(g) = C(g, γ, x0) by implicitly choosing its axis γ.

2.5. Non-elementary subgroups of isometries. We call Γ < Isom(X)
discrete if it acts properly on X. The class of subgroups of Isom(X) we are
interested in is as follows:

Definition 2.13. A discrete subgroup Γ < Isom(X) is called non-elementary if
• Γ is not virtually cyclic, and
• Γ contains a loxodromic isometry.
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We can characterize non-elementary subgroups in terms of their limit sets:

Definition 2.14. Let Γ < Isom(X) be a discrete subgroup. Its limit set
Λ(Γ) ⊂ ∂X is the set of all accumulation points of Γx ⊂ X on ∂X, for any
fixed x ∈ X. One can see that Λ(Γ) is compact and Γ-invariant.

Since X is a Gromov hyperbolic space, the Γ-action on X ∪ ∂X is a con-
vergence action, and the limit set Λ(Γ) is also the limit set as a convergence
group. It is a fact that a discrete subgroup Γ < Isom(X) is non-elementary
if and only if #Λ(Γ) ≥ 3, and in this case the Γ-action on Λ(Γ) is minimal.

Given a loxodromic isometry g ∈ Isom(X), we denote by g+ and g− the at-
tracting and the repelling fixed points on the boundary ∂X of g, respectively.
We say that two loxodromic isometries g, h ∈ Isom(X) are independent if
{g+, g−} and {h+, h−} are disjoint.

Lemma 2.15. Let Γ < Isom(X) be a non-elementary subgroup. For a lox-
odromic isometry g ∈ Γ, there exists h ∈ Γ such that hgh−1 and g are
independent. Moreover, there are infinitely many pairwise independent loxo-
dromic isometries in Γ.

The following is a variant of the so-called extension lemma of Yang, which
can be regarded as the coarse-geometric version of the Anosov closing lemma
(cf. [Bow08, Lemma 3.8]).

Lemma 2.16 (Extension lemma [Yan19, Lemma 1.13]). Let Γ < Isom(X)
be a non-elementary subgroup. Then for each loxodromic isometry ϕ ∈ Γ,
there exist a1, a2, a3 ∈ Γ and α = α(ϕ) > 0 such that for each x, y ∈ X∪∂X,
there exists a ∈ {a1, a2, a3} that makes

(x, a · [x0, ϕ
nx0], aϕna · y) α-aligned for all n ∈ N.

Moreover, α can be chosen so that α(ϕk) = α(ϕ) for all k ∈ Z.

The proof can be found in [CK25, Lemma 5.12, Lemma 5.15].

2.6. Horofunctions. We now discuss the boundaries of X. Recall that X
is proper and CAT(−1). Hence, its visual compactification, Gromov com-
pactification and the horofunction compactification all coincide, i.e.,

∂visX = ∂X = ∂hX.

In particular, for each ξ ∈ ∂X the Busemann cocycle βξ : X × X → R is
well-defined: for every x, y ∈ X and every sequence {zn}n∈N ⊂ X converging
to X in the Gromov compactification X ∪ ∂X,

βξ(x, y) := lim
n→+∞

d(x, zn)− d(y, zn)

is well-defined. Furthermore, ξ is visible, i.e., the sequence {zn}n∈N for ξ
above can be taken along a geodesic.
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We now give more detailed description of the horofunction compactifica-
tion. Let Lip1(X) be the space of R-valued 1-Lipschitz functions on X and
let Lip1

x0(X) be its subspace vanishing at the basepoint x0 ∈ X, i.e.,

Lip1(X) := {f : X → R : f is 1-Lipschitz},
Lip1

x0(X) := {f ∈ Lip1(X) : f(x0) = 0},

equipped with the compact-open topology. Here, Lip1
x0 is closed in Lip1(X).

Recall that X is separable as it is given a proper metric. Therefore,
Lip1

x0(X) is compact, Hausdorff, and second countable [MT18, Proposition
3.1]. Hence, it is completely metrizable and is Polish. We identify Lip1(X)
and Lip1

x0(X)× R via the homeomorphism

(2.2) f ∈ Lip1(X) 7→ (f − f(x0), f(x0)) .

We also identify Lip1
x0(X) with the space of R-valued 1-Lipschitz cocycles

on X, i.e., c : X × X → R such that |c(x, y)| ≤ d(x, y) and c(x, z) =
c(x, y) + c(y, z) for all x, y, z ∈ X. For each f ∈ Lip1(X), we define the
associated cocycle βf : X ×X → R by

βf (x, y) = f(x)− f(y).

Its restriction to Lip1
x0(X) gives the homeomorphism between Lip1

x0(X)
and the space of all R-valued continuous cocycles. Then the identifiaction
Lip1(X) ' Lip1

x0(X)× R in Equation (2.2) can be rephrased as

f 7→ (βf , f(x0)).

The Isom(X)-action on Lip1(X) is now given as follows: for g ∈ Isom(X)
and f ∈ Lip1(X),

g · (βf , f(x0)) = (βg·f , f(x0) + βf (g−1x0, x0)).

Note that on the first component, which corresponds to Lip1
x0(X), we have

βf 7→ βg·f .
There is a natural embedding ι : X ↪→ Lip1

x0(X), defined by

ι : z ∈ X 7→ [fz(·) := d(·, z)− d(x0, z)] .

The closure of ι(X) ⊂ Lip1
x0(X) is called the horofunction compactification

of X and is denoted by X
h. The complement Xh r ι(X) is called the

horofunction boundary (or horoboundary) of X and is denoted by ∂hX. As
explained above, ∂hX is naturally identified with ∂X.

In terms of the identification Lip1(X) ' Lip1
x0(X) × R, the subspace of

Lip1(X) corresponding to ∂hX is the space

(2.3) H := ∂hX × R,
which is Isom(X)-invariant.

We call elements of ∂hX×R horofunctions. They are 1-Lipschitz functions
that are limits of sequences of the form {fzn(·) + cn}n∈N for some zn ∈ X
escaping to infinity and cn ∈ R.
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Both ∂hX and H = ∂hX ×R are Polish. Hence, every locally finite Borel
measure on these spaces is Radon, i.e., it is both inner and outer regular on
Borel subsets.

2.7. Conical limit sets. We define conical limit sets using Busemann co-
cycles, which are also called radial limit sets. Fix a basepoint x0 ∈ X, while
the conical limit sets do not depend on the choice of the basepoint.

Definition 2.17. Let Γ < Isom(X) be a subgroup acting properly on X. A
point ξ ∈ ∂X is called a conical limit point of Γ if there exist K > 0 and an
infinite sequence {gn}n∈N ⊂ Γ such that

βξ(x0, gnx0) ≥ d(x0, gnx0)−K for all n ∈ N.
We denote the conical limit set by Λc(Γ) ⊂ ∂X.

Geometrically, ξ is a conical limit point if and only if some (equivalently,
every) geodesic ray γ ⊂ X converging to ξ has a R-neighborhood that con-
tains infinitely many points in the Γ-orbit, for some R > 0. Equivalently,
ξ ∈ Λc(Γ) if and only if there exist R > 0 and a sequence {gn}n∈N ⊂ Γ
such that ξ ∈ OR(x0, gnx0) for all n ∈ N. The conical limit set Λc(Γ) is
Γ-invariant.

2.8. Guided limit sets. In [CK25], we introduced the notion of guided
and guided limit sets, which are variants of Coulon’s contracting limit sets
[Cou24] and Yang’s (L,F )-limit sets [Yan24].

Definition 2.18. Let Γ < Isom(X) be a non-elementary subgroup. Let
ϕ ∈ Γ be a loxodromic isometry and let C(ϕ) > 0 be as in Lemma 2.12 and
fix K ≥ C(ϕ). We say that ξ ∈ ∂X is a (ϕ,K)-guided limit point of Γ if for
each sufficiently large n ∈ N, there exists h ∈ Γ such that

(x0, h[x0, ϕ
nx0], ξ) is K-aligned.

The collection of (ϕ,K)-guided limit points of Γ called the (ϕ,K)-guided
limit set of Γ. We denote it by Λϕ,K(Γ).

The role of K in the definition of (ϕ,K)-guided limit set is quite flexible:

Lemma 2.19 ([CK25, Lemma 6.4]). Let Γ < Isom(X) be a non-elementary
subgroup. Let ϕ ∈ Γ be a loxodromic isometry and let C = C(ϕ) > 0 be as
in Lemma 2.12. Then for each K > C,

Λϕ,K(Γ) = Λϕ,C(Γ).

Moreover, Λϕ,C(Γ) is Γ-invariant.

For a non-elementary subgroup Γ < Isom(X), isometries g, ϕ ∈ Γ, con-
stants C > 0, and n ∈ N, we set

UC(g;ϕ, n) := {ξ ∈ Λ(Γ) : (x0, g[x0, ϕ
nx0], ξ) is C-aligned} .

In [CK25], we observed that they form a basis for the topology on the guided
limit set.
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Lemma 2.20 ([CK25, Lemma 7.9]). Let Γ < Isom(X) be a non-elementary
subgroup containing a loxodromic isometry ϕ ∈ Γ, and let C = C(ϕ) > 0 be
as in Lemma 2.12. Then

{UC(g;ϕ, n) : g ∈ Γ, n ∈ N}
forms a basis for the topology of Λϕ,C(Γ) ⊂ ∂X.

In other words, for each ξ ∈ Λϕ,C(Γ), for each open set O ⊂ ∂X with
ξ ∈ O and for each N ∈ N, there exist g ∈ Γ, n > N , and an open set
V ⊂ ∂X such that

ξ ∈ V ∩ Λ(Γ) ⊂ UC(g;ϕ, n) ⊂ O.

3. Product spaces

We now consider a product of CAT(−1) spaces. Let X1, . . . , Xr be proper
geodesic CAT(−1) spaces. Abusing notations, we use the same notation d
for the metric on each Xi. We consider the product space

Z := X1 × · · · ×Xr

and set its boundary as

∂Z := ∂X1 × · · · × ∂Xr.

One can see that ∂Z is not the same as the geometric boundary of Z. We
define the convergence of sequences in Z to ∂Z as follows:

Definition 3.1. We say that a sequence {zn = (x1,n, . . . , xr,n)}n∈N ⊂ Z
converges to ξ = (ξ1, . . . , ξr) ∈ ∂Z if for each 1 ≤ i ≤ r,

xi,n → ξi as n→ +∞.
In this case, we also write zn → ξ.

We also set

Isom(Z) := Isom(X1)× · · · × Isom(Xr).

We call Γ < Isom(Z) discrete if its action on Z is proper. With the above
notion of convergence, we also define the limit set on ∂Z.

Definition 3.2. Let Γ < Isom(Z) be a discrete subgroup. The limit set
Λ(Γ) ⊂ ∂Z of Γ is the set of all accumulation points of a Γ-orbit in Z, in
the sense of convergence defined in Definition 3.1. One can see that Λ(Γ) is
a compact Γ-invariant subset of ∂Z.

In this product case, we consider vector-valued Busemann cocycles. For
ξ = (ξ1, . . . , ξr) ∈ ∂Z and z = (x1, . . . , xr), z

′ = (x′1, . . . , x
′
r) ∈ Z, we set

(3.1) βξ(z, z
′) :=

(
βξ1(x1, x

′
1), . . . , βξr(xr, x

′
r)
)
.

Similarly, we consider the vector-valued distance

(3.2) κ(z, z′) :=
(
d(x1, x

′
1), . . . , d(xr, x

′
r)
)
.

For simplicity, we also use the notation

βiξ(z, z
′) := βξi(xi, x

′
i) and di(z, z

′) := d(xi, x
′
i) for 1 ≤ i ≤ r.
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3.1. Transverse subgroups. We mainly consider discrete subgroups with
certain transversality.

Definition 3.3. We say that Γ < Isom(Z) is transverse if
• (divergent) for any infinite sequence {gn}n∈N ⊂ Γ and any fixed
z ∈ Z, we have for each 1 ≤ i ≤ r that

di(gnz, z)→ +∞ as n→ +∞,

and
• (antipodal) for any distinct ξ = (ξ1, . . . , ξr), ζ = (ζ1, . . . , ζr) ∈ Λ(Γ),

ξi 6= ζi for all 1 ≤ i ≤ r.

Note that for a transverse subgroup Γ < Isom(Z), each of its projection
Γi < Isom(Xi) is a discrete subgroup. Moreover, its limit set Λ(Γi) ⊂
∂Xi is the same as the projection of Λ(Γ) ⊂ ∂Z. The following is an easy
observation.

Lemma 3.4. Let Γ < Isom(Z) be a transverse subgroup. Then for each
1 ≤ i ≤ r, the projection Λ(Γ)→ Λ(Γi) is an equivariant homeomorphism.

Proof. Equivariance is clear. So it remains to prove that the projection is
injective. This is a direct consequence of the antipodality. �

Since each projection Γi < Isom(Xi) acts on Xi ∪ ∂Xi as a convergence
group with the limit set Λ(Γi) ⊂ ∂Xi, we have the following corollary:

Corollary 3.5. Let Γ < Isom(Z) be a transverse subgroup. Then the Γ-
action on Λ(Γ) is a convergence action.

Lemma 3.4 also induces a Γ-equivariant homeomorphism

Λ(Γi)→ Λ(Γj) for each i, j = 1, . . . , r.

This yields componentwise “type-preserving” phenomenon for transverse sub-
groups.

Corollary 3.6. Let Γ < Isom(Z) be a transverse subgroup. Then each
projection Γ → Γi < Isom(Xi) has a finite kernel. Moreover, for any
(g1, . . . , gr) ∈ Γ, if gi ∈ Isom(Xi) is loxodromic for some 1 ≤ i ≤ r, then
gj ∈ Isom(Xj) is loxodromic for all 1 ≤ j ≤ r.

We now define the non-elementary property.

Definition 3.7. We say that a transverse subgroup Γ < Isom(Z) is non-
elementary if #Λ(Γ) ≥ 3.

By Corollary 3.5, non-elementary transverse subgroup Γ < Isom(Z) acts
minimally on Λ(Γ) ⊂ ∂Z.
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3.2. Simultaneous alignment. For each 1 ≤ i ≤ r, let xi, x′i ∈ Xi and let
γi ⊂ Xi be a geodesic. Writing tuples z = (x1, . . . , xr), z

′ = (x′1, . . . , x
′
r) ∈ Z

and γ = (γ1, . . . , γr), we say that

(z, γ, z′) is K-aligned for K ≥ 0

if (xi, γi, x
′
i) is K-aligned for all 1 ≤ i ≤ r. We also write

[z, z′] := ([x1, x
′
1], . . . , [xr, x

′
r]).

Divergence and antipodality in the definition of transverse groups imply
that the projections of a Γ-orbit to different factors are somehow synchro-
nized. For example, the divergence implies the following.

Proposition 3.8. Let Γ < Isom(Z) be a transverse subgroup. Let z =
(x1, . . . , xr) ∈ Z. Then for each R > 0, there exists R′ = R′(R, z) > 0 such
that, for every (g1, . . . , gr) ∈ Γ with d(x1, g1x1) > R′, we have d(xi, gixi) > R
for each 1 ≤ i ≤ r.

Proof. For simplicity, we suppose r = 2. Suppose to the contrary that there
exists a sequence {gn = (g1,n, g2,n)}n∈N ⊂ Γ such that d(x2, g2,nx2) ≤ R but
d(x1, g1,nx1) > n for all n ∈ N. Then {gn}n∈N is indeed an infinite sequence
but the projection of the orbit on X2 does not diverge. This contradicts the
divergence condition. �

A key observation in this paper is that for a transverse subgroup, align-
ment occurs simultaneously at each component. By the interpretation of
alignment using shadows given in Lemma 2.11, this is a consequence of the
following:

Proposition 3.9. Let Γ < Isom(Z) be a transverse subgroup. Let z =
(x1, . . . , xr) ∈ Z. Then for any R > 0, there exists R′ = R′(R, z) > 0 such
that if g = (g1, . . . , gr), h = (h1, . . . , hr) ∈ Γ satisfy h1x1 ∈ OR(x1, g1x1),
then

hixi ∈ OR′(xi, gixi) for all 1 ≤ i ≤ r.

Proof. For simplicity, we assume r = 2. Suppose to the contrary that there
exist sequences {(g1,n, g2,n)}n∈N, {(h1,n, h2,n)}n∈N ⊂ Γ such that

h1,nx1 ∈ OR(x1, g1,nx1) and h2,nx2 /∈ On(x2, g2,nx2) for all n ∈ N.

Then for all n ∈ N,

g−1
1,nh1,nx1 ∈ OR(g−1

1,nx1, x1) and g−1
2,nh2,nx2 /∈ On(g−1

2,nx2, x2).

In particular, both {g−1
2,n}n∈N and {g−1

2,nh2,n}n∈N are infinite sequences. This
implies that, after passing to a subsequence,

lim
n→+∞

g−1
1,nh1,nx1 6= lim

n→+∞
g−1

1,nx1 and lim
n→+∞

g−1
2,nh2,nx2 = lim

n→+∞
g−1

2,nx2.

Note that both

lim
n→+∞

(g−1
1,nh1,n, g

−1
2,nh2,n)(x1, x2) and lim

n→+∞
(g−1

1,n, g
−1
2,n)(x1, x2)
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are points in Λ(Γ). However, their first components are different while their
second components are the same. This contradicts the antipodality. �

Proposition 3.9 and Lemma 2.11 say that once we have an alignment on
one component, we have it for all other components.

Proposition 3.10. Let Γ < Isom(Z) be a transverse subgroup and z =

(x1, . . . , xr) ∈ Z. Then for any K > 0, there exists “C = “C(K, z) > 0 such
that if g = (g1, . . . , gr), h = (h1, . . . , hr), k = (k1, . . . , kr) ∈ Γ satisfy that
(x1, [g1x1, h1x1], k1x1) is K-aligned, then

(z, [gz, hz], kz) is “C-aligned.
Proof. For simplicity, assume that r = 2. Fix z = (x1, x2) ∈ Z and K > 1.
Then by Lemma 2.11 and Proposition 3.9, there exists “C > 0 so that if
(g1, g2), (h1, h2), (k1, k2) ∈ Γ satisfy that (x1, [g1x1, h1x1], k1x1) is K-aligned
and d(g1x1, h1x1) > 3K, then (z, [gz, hz], kz) is “C-aligned.

Now by Corollary 3.6, #{(g1, g2) ∈ Γ : d(x1, g1x1) ≤ 3K} < +∞. Hence,
we can take “C > 0 large enough so that if (g1, g2), (h1, h2), (k1, k2) ∈ Γ satisfy
d(g1x1, h1x1) ≤ 3K, then (z, [gz, hz], kz) is “C-aligned. �

We are now ready to define the subset of ∂Z that captures the dynamics
of Γ. We first define shadows in Z. For R > 0 and z = (x1, . . . , xr), z

′ =
(x′1, . . . , x

′
r) ∈ Z, we set

OR(z, z′) :=
r∏
i=1

OR(xi, x
′
i) ⊂ Z ∪ ∂Z.

Definition 3.11. Let Γ < Isom(Z) be a transverse subgroup. We define the
conical limit set Λc(Γ) ⊂ ∂Z by

Λc(Γ) :=

ß
ξ ∈ ∂Z :

∃R > 0, z ∈ Z, an infinite sequence {gn}n∈N ⊂ Γ
s.t. ξ ∈ OR(z, gnz) for all n ∈ N.

™
Proposition 3.9 says that Λc(Γ) is precisely the homeomorphic preimage

of Λc(Γi) ⊂ ∂Xi under the homeomorphism Λ(Γ) → Λ(Γi) in Lemma 3.4.
This is again the same as the conical limit set of Γ, for its convergence action
on Λ(Γ).

3.3. Patterson–Sullivan theory. We revisit the Patterson–Sullivan the-
ory for this product space Z. In this generality, one can use recent theory of
Blayac–Canary–Zhu–Zimmer [BCZZ24b]. As our Busemann cocycles take
vector values, a choice of linear form ψ : Rr → R is involved in defining
conformal density. We fix a basepoint z0 ∈ Z.

Definition 3.12. Let Γ < Isom(Z) be a subgroup. For δ ≥ 0 and a linear
form ψ : Rr → R, a family of Borel measures {νz}z∈Z on Λ(Γ) ⊂ ∂Z is
called a δ-dimensional ψ-conformal density of Γ if
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• (Γ-invariance) for every g ∈ Γ and z ∈ Z,
g∗νz = νgz,

• (conformality) for every z, w ∈ Z, two measures νz and νw are in the
same class and

dνz
dνw

(ξ) = e−δ·ψ(βξ(z,w)) a.e., and

• (normalization) νz0(∂Z) = 1.

Similarly, we also choose a linear form to define a Poincaré series of Γ: for
a linear form ψ : Rr → R and s ∈ R,

PΓ,ψ(s) :=
∑
g∈Γ

e−sψ(κ(z0,gz0)).

The associated critical exponent is defined as

δψ(Γ) := inf{s > 0 : PΓ,ψ(s) < +∞} ∈ [0,+∞].

Definition 3.13. We say that a transverse subgroup Γ < Isom(Z) is of
ψ-divergence type if δψ(Γ) < +∞ and PΓ,ψ(δψ(Γ)) = +∞. We also say that
a conformal density ν of Γ is of divergence type if Γ is of ψ-divergence type
where ψ is a linear form associated to ν.

As a special case of results in [BCZZ24b], we obtain the following. The-
orems stated below were proved in ([CZZ24], [KOW25]) when each Xi is a
rank one Riemannian symmetric space.

Theorem 3.14 ([BCZZ24b, Theorem 4.1]). Let Γ < Isom(Z) be a non-
elementary transverse subgroup and let ψ : Rr → R be a linear form. If
δψ(Γ) < +∞, then there exists a δψ(Γ)-dimensional ψ-conformal density of
Γ.

Indeed, existence of conformal density is equivalent to finiteness of the
critical exponent. The following was proved for transverse subgroups of Lie
groups, but the same proof works in our setting.

Theorem 3.15 ([BCZZ24a, Proposition 10.1]). Let Γ < Isom(Z) be a non-
elementary transverse subgroup and let ψ : Rr → R be a linear form. If there
exists a δ-dimensional ψ-conformal density of Γ, then

δψ(Γ) ≤ δ.
In particular, δψ(Γ) < +∞.

When δψ(Γ) < +∞, we have ψ(κ(z0, gnz0)) → +∞ for any infinite se-
quence {gn}n∈N ⊂ Γ. Then a classical construction of “Schottky subgroup”
of Γ < Isom(Z) implies δψ(Γ) > 0 as well.

As part of their generalization of Hopf–Tsuji–Sullivan dichotomy, Blayac–
Canary–Zhu–Zimmer proved the following:
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Theorem 3.16 ([BCZZ24b, Theorem 1.3]). Let Γ < Isom(Z) be a non-
elementary transverse subgroup and {νz}z∈Z a δ-dimensional ψ-conformal
density of Γ, for a linear form ψ : Rr → R.

Then the following are equivalent:
(1) δ = δψ(Γ) < +∞ and Γ is of ψ-divergence type.
(2) the conical limit set Λc(Γ) is νz-conull for all z ∈ Z.

Moreover, in this case, the Γ-action on (Λ(Γ), νz) is ergodic for all z ∈ Z.
In fact, the conical limit set considered by Blayac–Canary–Zhu–Zimmeer

has a slightly different form, because their result is for an arbitrary con-
vergence group, not necessarily induced by an isometric action, and they
introduced shadows defined intrinsically to the convergence group action.
We first describe their shadows in our setting. For a non-elementary trans-
verse subgroup Γ < Isom(Z), noting that Γ acts on Λ(Γ) as a convergence
group, fix a metric d on the compactification Γ∪Λ(Γ) [BCZZ24b, Proposition
2.3]. Then for ε > 0 and γ ∈ Γ, the set

Sε(γ) := γ(Λ(Γ) rBε(γ
−1))

is the associated shadow defined in [BCZZ24b], where Bε(γ−1) denotes the
open ball centered at γ−1 of radius ε with respect to the metric d. Then
they showed that a point ξ ∈ Λ(Γ) is a conical limit point in the sense of
convergence action if and only if there exists ε > 0 and an infinite sequence
{γn}n∈N ⊂ Γ such that ξ ∈ Sε(γn) for all n ∈ N [BCZZ24b, Lemma 5.4].

To apply their results to our setting, as in Theorem 3.16, we record the
following comparability of their shadows and the shadows we consider.

Lemma 3.17. Let Γ < Isom(Z) be a non-elementary transverse subgroup
and z ∈ Z.

(1) For any ε > 0, there exists R = R(ε, z) > 0 such that

Sε(γ) ⊂ OR(z, γz) for all γ ∈ Γ.

(2) For any R > 0, there exists ε = ε(R, z) > 0 such that

OR(z, γz) ∩ Λ(Γ) ⊂ Sε(γ) for all γ ∈ Γ.

Proof. We first show (1). Suppose to the contrary that for some ε > 0, there
exist sequences {γn}n∈N ⊂ Γ and {ξn}n∈N ⊂ ∂Z such that

ξn ∈ Sε(γn) rOn(z, γnz) for all n ∈ N.
Here, the sequence {γn}n∈N must be infinite. For each n ∈ N we have

γ−1
n ξn /∈ Bε(γ−1

n ) ∪On(γ−1
n z, z).

Since the Γ-action on Z ∪ ∂Z is convergence action (Corollary 3.5), after
passing to a subsequence, there exists ξ ∈ Λ(Γ) so that γ−1

n → ξ in the com-
pactifiaction Γ∪Λ(Γ) and γ−1

n z → ξ in Z∪∂Z. Since γ−1
n ξn /∈ On(γ−1

n z, z) for
all n ∈ N, we have γ−1

n ξn → ξ as well. On the other hand, Bε/2(ξ) ⊂ Bε(γ−1
n )

for all large n ∈ N, and hence this contradicts that γ−1
n ξn /∈ Bε(γ−1

n ) for all
n ∈ N.



HOROSPHERICAL MEASURES IN HIGHER RANK: TEASER 23

To see (2), suppose that for some R > 0, there exist sequences {γn}n∈N ⊂
Γ and {ξn}n∈N ⊂ Λ(Γ) such that

ξn ∈ OR(z, γnz) r S1/n(γn) for all n ∈ N.

Again, {γn}n∈N is an infinite sequence, and we have that for each n ∈ N ,

γ−1
n ξn ∈ OR(γ−1

n z, z) ∩B1/n(γ−1
n ) for all n ∈ N.

After passing to a subsequence, we denote by ξ ∈ Λ(Γ) the limit of sequences
{γ−1

n z}n∈N and {γ−1
n }n∈N. Since γ−1

n ξn ∈ OR(γ−1
n z, z) for all n ∈ N, we have

limn→+∞ γ
−1
n ξn 6= ξ after passing to a subsequence. On the other hand, this

contradicts that γ−1
n ξn ∈ B1/n(γ−1

n ) for all n ∈ N. �

4. Rigidity of ergodic invariant Radon measures

We continue the setting of Section 3. In this section, we prove a measure
rigidity on horospherical foliations.

In the rest of this section, we fix a basepoint z0 ∈ Z. The horospherical
foliation of Z is the space

(4.1) H := ∂Z × Rr

and Isom(Z) acts on H as follows: for g ∈ Isom(Z) and (ξ, u) ∈ H,

g · (ξ, u) := (gξ, u+ βξ(g
−1z0, z0)).

We define a Radon measure on H as follows:

Definition 4.1. Let Γ < Isom(Z) be a non-elementary transverse subgroup
and ν := {νz}z∈Z be a δψ(Γ)-dimensional ψ-conformal density of Γ, for a
linear form ψ : Rr → R. We define a Radon measure µν on H = ∂Z ×Rr by

dµν(ξ, u) := eδψ(Γ)·ψ(u) · dνz0(ξ) du

where du is the Lebesgue measure on Rr. If Γ is of ψ-divergence type, then
we write

µψ := µν .

Remark 4.2. It follows from the conformality of ν that µν is Γ-invariant. If
Γ is of ψ-divergence type, then there exists a unique δψ(Γ)-dimensional ψ-
conformal density of Γ by Theorem 3.16. This is a reason for writing µψ = µν
in this case. Moreover, by Theorem 3.16, µψ is supported on Λc(Γ)× Rr.

To present the precise statement of our rigidity result, we also consider
the following notion for the distribution of translation lengths of loxodromic
elements. We say that an element g = (g1, . . . , gr) ∈ Isom(Z) is loxodromic
if gi ∈ Isom(Xi) is loxodromic for all 1 ≤ i ≤ r. In this case, we write its
vector-valued translation length as

τg := (τg1 , . . . , τgr) ∈ Rr.
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Definition 4.3. For Γ < Isom(Z), its (vector-valued) length spectrum is
defined as

Spec(Γ) := {τg ∈ Rr : g ∈ Γ is loxodromic.}
We say that Spec(Γ) is non-arithmetic if it generates a dense additive sub-
group of Rr.

4.1. Rigidity of measures. The following is our main rigidity theorem.

Theorem 4.4. Let Γ < Isom(Z) be a non-elementary transverse subgroup
with non-arithmetic length spectrum. Suppose that there exists a Γ-invariant
ergodic Radon measure µ on H.

(1) If µ is supported on Λc(Γ) × Rr, then Γ is of ψ-divergence type for
some linear form ψ : Rr → R and

µ is a constant multiple of µψ.

(2) If µ is supported on H r (Λ(Γ)× Rr), then µ is a constant multiple
of ∑

g∈Γ

Dg·ξ for some ξ ∈ Hr (Λ(Γ)× Rr)

where Dg·ξ is the Dirac measure at g · ξ.

The rest of this section is devoted to the proof of Theorem 4.4. We prove
the theorem by establishing a robust relation between invariant Radon mea-
sures and guided limit sets. Note that due to ergodic decompositions, Theo-
rem 4.4 can be regarded as the classification of Γ-invariant Radon measures
on H.

4.2. Concentration on guided limit sets. We first show that invariant
ergodic Radon measures on H are charged on guided limit sets. Let

Ψ : Λ(Γ1)→ Λ(Γ)

be the Γ-equivariant homeomorphism give in Lemma 3.4. For a loxodromic
ϕ ∈ Γ and C > 0, denote by ϕi ∈ Γi < Isom(Xi) the i-th component of
ϕ ∈ Γ and set

Λϕ,C(Γ) := Ψ(Λϕ1,C(Γ1)).

Theorem 4.5. Let Γ < Isom(Z) be a non-elementary transverse subgroup,
let ϕ ∈ Γ be a loxodromic element, and let C = C(ϕ1) be as in Lemma 2.12.
Let µ be a Γ-invariant ergodic Radon measure on H supported on Λc(Γ)× Rr.
Then the measure µ is supported on

Λϕ,C(Γ)× Rr ⊂ H.

Proof. Applying Lemma 2.16 to ϕ1 ∈ Γ1 < Isom(X1), we get α(ϕ1) > 0 and
a1, a2, a3 ∈ Γ whose first components satisfy the conclusion of Lemma 2.16
for ϕ1 and Γ1 < Isom(X1). Let C(ϕ1) > 0 be as in Lemma 2.12 for g = ϕ1.
We set C0 := 10(α(ϕ1) + C(ϕ1)).
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For each K > 0 let

ΛK :=

ß
ξ ∈ ∂Z :

∃ an infinite sequence {gj}j∈N ⊂ Γ s.t.
β1
ξ (z0, gjz0) ≥ d1(z0, gjz0)−K for all j ∈ N

™
.

Then Γ · (ΛK × Rr) ⊂ H is Γ-invariant. Moreover,

Λc(Γ)× Rr =
⋃
K>0

Γ · (ΛK × Rr)

since Λc(Γ) = Ψ(Λc(Γ1)) by Proposition 3.9. Since Λc(Γ)× Rr has positive
µ-value,

Γ · (ΛK × Rr) has positive µ-value for all large K > 0.

We fix such K > 100C0 +2
∑r

i=1

∑3
j=1 di(z0, ajz0). Then it follows from the

Γ-invariance of µ that µ(ΛK × Rr) > 0. For each R > 0, we set

HK,R := ΛK × [−R,R]r.

Since ΛK × Rr = ∪∞R=1HK,R,
µ(HK,R) > 0 for all large R > 0.

We fix such R > 0.
Now we pick n > 100(C0+K+1)

mini τϕi
and k > 0. We define a map

F = Fn,k : HK,R → H
as follows. For each Ξ = (ξ, u) ∈ HK,R, there exists g ∈ Γ such that

(4.2) d1(z0, gz0) > k and β1
ξ (z0, gz0) ≥ d1(z0, gz0)−K.

Among many such g’s, take the one with minimal d1(z0, gz0) and call it gΞ.4
Then the map Ξ ∈ HK,R 7→ gΞ is Borel measurable. By Lemma 2.16, there
exists aΞ ∈ {a1, a2, a3} such that 5

(4.3)
the first component of(

z0, gΞ · aΞ[z0, ϕ
nz0], gΞ · aΞϕ

n
1aΞ · g−1

Ξ ξ
)

is C0-aligned.

This map Ξ 7→ aΞ is also Borel measurable. We now set

F (Ξ) := gΞ · aΞϕ
naΞ · g−1

Ξ Ξ.

Let

D := 100

Ñ
C0 + n ·max

i
τϕi +

r∑
i=1

3∑
j=1

di(z0, ajz0)

é
.

By [CK25, Claim in the proof of Theorem 7.5],

(4.4) F is at most 3 ·#{g ∈ Γ : d1(z0, gz0) ≤ D}-to-one.

4There exists a technicality when several candidates tie. An easy rescue is to first
enumerate Γ = {g(1), g(2), . . .}, and we choose the earliest whenever there is a tie.

5Again, when more than one of {a1, a2, a3} do the job we choose the earliest.
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We simply write M := 3 · #{g ∈ Γ : d1(z0, gz0) ≤ D}, which is finite by
Corollary 3.6. Then we have

µ(F (HK,R)) = µ

Ñ ⋃
g∈Γ,a∈{a1,a2,a3}

F ({Ξ ∈ HK,R : gΞ = g, aΞ = a})

é
≥ 1

M

∑
g∈Γ,a∈{a1,a2,a3}

µ (F ({Ξ ∈ HK,R : gΞ = g, aΞ = a}))

=
1

M

∑
g∈Γ,a∈{a1,a2,a3}

µ
(
gaϕnag−1{Ξ ∈ HK,R : gΞ = g, aΞ = a}

)
=

1

M

∑
g∈Γ,a∈{a1,a2,a3}

µ ({Ξ ∈ HK,R : gΞ = g, aΞ = a})

=
1

M
µ(HK,R).

Now to see the image of F , let Ξ = (ξ, u) ∈ HK,R. For simplifity, write
g := gΞ and a := aΞ. Then

F (Ξ) = (gaϕnag−1ξ, u+ βξ((gaϕ
nag−1)−1z0, z0))

Fixing a sequence {zj}j∈N ⊂ Γz0 ⊂ Z converging to gaϕnag−1ξ ∈ ∂Z, we
have

βξ((gaϕ
nag−1)−1z0, z0) = βgaϕnag−1ξ(z0, gaϕ

nag−1z0)

= lim
j→+∞

κ(z0, zj)− κ(gaϕnag−1z0, zj).

By Equation (4.3) and Proposition 3.10, there exists “C = “C(C0, z0) > C0 +2
such that

(z0, ga[z0, ϕ
nz0], zj) is “C-aligned for all large j ∈ N.

Lemma 2.2 then tells us that, for each large j, there exist p, q ∈ [z0, zj ]

with p coming first (as tuples of points) such that di(p, gaz0) ≤ “C + 2 and
di(q, gaϕ

nz0) ≤ “C + 2. It follows that for each 1 ≤ i ≤ r and all sufficiently
large j ∈ N,

βiξ((gaϕ
nag−1)−1z0, z0) =

15“C di(z0, gaz0) + di(z0, ϕ
nz0) + di(gaϕ

nz0, zj)

− di(gaϕnag−1z0, zj)

=“C di(z0, gaz0) + di(z0, ϕ
nz0)

+ βigaϕnag−1ξ(gaϕ
nz0, gaϕ

nag−1z0)

=di(z0,az0) di(z0, gz0) + di(z0, ϕ
nz0)

+ βiξ(ga
−1z0, gz0) + βiξ(gz0, z0)

=di(z0,az0) di(z0, gz0) + di(z0, ϕ
nz0) + βiξ(gz0, z0).
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By Equation (4.2) and Proposition 3.9, there exists “K = “K(K, z0) such that

di(z0, gz0)− “K ≤ βiξ(z0, gz0) ≤ di(z0, gz0) for all 1 ≤ i ≤ r.

Hence, setting “D := D + 16“C + “K + maxi di(z0, ϕ
nz0), we have

|βiξ((gaϕnag−1)−1z0, z0)| ≤ “D for all 1 ≤ i ≤ r.

Therefore,

u+ βξ((gaϕ
nag−1)−1z0, z0) ∈

î
−R− “D,R+ “Dór .

In addition, by Equation (4.3), we have d1(z0, gaz0) > k−
∑3

j=1 d1(z0, ajz0)

and that the first component of (z0, ga[z0, ϕ
nz0], gaϕnag−1ξ) is C0-aligned.

This implies that F (HK,R) is contained in

Bk;n :=

(ζ, v) ∈ H :

v ∈
î
−R− “D,R+ “Dór and ∃h ∈ Γ such that

d1(z0, hz0) > k −
∑3

j=1 d1(z0, ajz0) and
first component of (z0, h[z0, ϕ

nz0], ζ) is C0-aligned

 .

Hence, we have
µ(Bk;n) ≥ µ(HK,R)/M > 0.

Note that the set Bk;n is decreasing in k. Since µ is a Radon measure and
Bk;n ⊂ ∂Z ×

î
−R− “D,R+ “Dór which is compact, we have µ(Bk;n) < +∞.

Therefore, setting

(4.5) Bn :=
⋂
k>0

Bk;n,

we have

(4.6) µ(Bn) = lim
k→+∞

µ(Bk;n) ≥ µ(HK,R)/M > 0,

noting that M does not depend on k.
Now, Γ · Bn is a Γ-invariant set of positive µ-measure. Hence, by the

Γ-ergodicity of µ, we have that Γ ·Bn is µ-conull, and therefore⋂
n

Γ ·Bn is µ-conull.

We then show that for each (ζ, v) ∈
⋂
n Γ ·Bn, we have ζ ∈ Λϕ,C0+2(Γ). This

finishes the proof by Lemma 2.19.
Let (ζ, v) ∈

⋂
n Γ · Bn. Then for each large enough n ∈ N, there exists

h0 ∈ Γ so that the first component of (z0, h[z0, ϕ
nz0], h−1

0 ζ) is C0-aligned for
infinitly many h ∈ Γ. In other words,

the first component of (h0z0, h0h[z0, ϕ
nz0], ζ)

is C0-aligned for infinitely many h ∈ Γ.

Among infinitely many such h ∈ Γ, we can choose one such that

d1(h0z0, h0h[z0, ϕ
nz0]) > d1(z0, h0z0) + 2
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and hence
d1([h0z0, z0], h0h[z0, ϕ

nz0]) > 2.

Lemma 2.2 tells us that πh0h[x0,ϕnz0]([h0z0, z0]) has diameter at most 2.
Therefore,

the first component of (z0, h0h[z0, ϕ
nz0], ζ) is (C0 + 2)-aligned.

Since this holds for all large n ∈ N, we conclude ζ ∈ Λϕ,C0+2(Γ). �

4.3. Quasi-invariance under translations. For a ∈ Rr, consider a map
Ta : H → H given by (ξ, u) 7→ (ξ, u+ a). For a Radon measure µ on H, we
consider its pullback measure T ∗aµ: for each Borel subset E ⊂ H,

T ∗aµ(E) := µ(TaE).

For a loxodromic g ∈ Isom(Z), we simply write Tg := Tτg . We show that
invariant ergodic measures on H are quasi-invariant under this translation.

Theorem 4.6. Let Γ < Isom(Z) be a non-elementary transverse subgroup.
Let µ be a Γ-invariant ergodic Radon measure on H supported on Λc(Γ)×Rr.
Then for a loxodromic ϕ ∈ Γ, there exists λ ≥ 0 such that

dT ∗ϕµ

dµ
= eλ a.e.

Proof. Let ϕ ∈ Γ be a loxodromic element and let C = C(ϕ) > 0 be the
constant satisfying Lemma 2.12 for each component ϕi ∈ Isom(Xi), with the
choice of axis γi : R → Xi. As in [CK25, Proof of Theorem 7.10], we may
assume that

τϕ1 > 100“C
where “C = “C(C, z0) > C is the constant given in Proposition 3.10.

We first aim to show that

(4.7) (T ∗ϕν)(E) ≥ ν(E)

for each Borel subset E ⊂ H. Note that by Theorem 4.5, µ is supported on
Λϕ,C(Γ)× Rr.

Step 1. First consider the case that E = K × I for a compact subset
K ⊂ Λϕ,C(Γ) and a compact box I ⊂ Rr.

We fix some open subset O ⊂ Λ(Γ) such that K ⊂ O and ε > 0. Let
L = L(0.001ε) > 0 be as in Lemma 2.5 for γ1.

Recall that Λ(Γ) = Ψ(Λ(Γ1)). For h = (h1, . . . , hr) ∈ Γ and n ∈ N, we
simply write

UC(h;ϕ, n) := Ψ(UC(h1;ϕ1, n)).

Recall that “C = “C(C, z0) > C is the constant given in Proposition 3.10.
By Lemma 2.20, for each ξ ∈ K, there exist g(ξ) ∈ Γ and n(ξ) > 2L+100“C

mini τϕi
+4

such that
ξ ∈ UC (g(ξ);ϕ, n(ξ)) ⊂ O.
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Let U := {UC (g(ξ);ϕ, n(ξ)) : ξ ∈ K}, which is a countable collection of sets.
For convenience, let us enumerate U based on their d1-distances from z0, i.e,
let

U = {U1, U2, . . .}
where Uj := UC(gj ;ϕ, nj) for each j ∈ N so that

d1(z0, g1ϕ
n1z0) ≤ d1(z0, g2ϕ

n2z0) ≤ · · · .
We will now define a subcollection

V := {Ui(1), Ui(2), . . .} ⊂ U

by inductively defining i(1), i(2), . . .. We let i(1) = 1. Now, having defined
i(1), . . . , i(N), define i(N + 1) as the smallest j ∈ N such that Uj is disjoint
from Ui(1) ∪ · · · ∪ Ui(N).

For each l ∈ N, we set

(4.8) Cl := Ui(l) ∪
⋃{

Uk : k ≥ i(l), Uk ∩ Ui(l) 6= ∅
}
.

Then {Cl : l ∈ N} is a covering of K contained in O.
Via the homeomorphism Ψ : Λ(Γ1) → Λ(Γ), it follows from [CK25, First

claim in the proof of Theorem 7.10] that for each l ∈ N,

(4.9) Cl ⊂ UC
(
gi(l);ϕ, ni(l) − 1

)
.

Now for each l ∈ N, we define a map Fl : Cl × I → H as follows: for
g = gi(l), we set

(4.10) Fl : Ξ 7→ gϕg−1Ξ.

Then we have µ (Fl(Cl × I)) = µ(Cl × I) as µ is Γ-invariant.

Claim. We have

(4.11) Fl(Cl × I) ⊂ Ui(l) × (ε-neighborhood of I + τϕ).

To see this, we simply write g = gi(l) and n = ni(l) − 1. We then fix
Ξ = (ξ, u) ∈ Cl × I. Note that

Fl(Ξ) = (gϕg−1ξ, u+ βξ(gϕ
−1g−1z0, z0)).

The inclusion for the first component is due to [CK25, Second claim in the
proof of Theorem 7.10]. Hence, we now show the inclusion for the second
component.

For the second component, it suffices to show

(4.12) |βiξ(gϕ−1g−1z0, z0)− τϕi | < ε for all 1 ≤ i ≤ r.

Let {zj}j∈N ⊂ Γz0 ⊂ Z be a sequence converging to ξ. Then

βξ(gϕ
−1g−1z0, z0) = lim

j→+∞
κ(gϕ−1g−1z0, zj)− κ(z0, zj).

By Equation (4.9) and Proposition 3.10,

(z0, g[z0, ϕ
nz0], zj) is “C-aligned for all large j ∈ N.
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In the rest of this proof, write γ = (γ1, . . . , γr) and consider the nearest-
point projection and parametrization of γ componentwisely. Then for all
large j ∈ N, it follows from Lemma 2.12(3) that
(4.13)

πgγ(z0) ⊂ gγ
ÄÄ
−∞, 2“Cóä and πgγ(zj) ⊂ gγ

Äî
nτϕ − 2“C,+∞ää .

Since n ·mini τϕi −4“C > 2L and each component geodesic of gγ is squeezing
(Lemma 2.5), there exists p ∈ [z0, zj ] such that

‖κ(p, gγ(nτϕ/2))‖∞ ≤ 0.001ε.

Meanwihle, note that
(
gϕ−1g−1z0, g[z0, ϕ

nz0]
)
is also “C-aligned; other-

wise, one component of πgγ(gϕ−1g−1z0) belongs to gγ([0,+∞)) by Lemma
2.12(2), and therefore one component of πgγ(z0) is contained in gγ([τϕ,+∞))
which contradicts Equation (4.13). Hence, it follows from Lemma 2.12(3)
that

πgγ(gϕ−1g−1z0) ⊂ gγ
ÄÄ
−∞, 2“Cóä .

Together with Equation (4.13) and nτϕi − 4“C > 2L+ 2τϕi for all 1 ≤ i ≤ r,
the squeezing property of each component geodesic of gγ implies that there
exist q1, q2 ∈ [gϕg−1z0, zj ], with q1 coming earlier than q2, such that

‖κ (q1, gγ(nτϕ/2− τϕ))‖∞, ‖κ (q2, gγ(nτϕ/2))‖∞ < 0.001ε.

Now we have for each 1 ≤ i ≤ r that

di(gϕ
−1g−1z0, zj)− di(z0, zj) =

(
di(gϕ

−1g−1z0, q1) + di(q1, q2) + di(q2, zj)
)

− (di(z0, p) + di(p, zj))

=0.006ε di
(
gϕ−1g−1z0, gγ(nτϕ/2− τϕ)

)
+ di (gγ(nτϕ/2− τϕ), gγ(nτϕ/2))

+ di (gγ(nτϕ/2), zj)

− di (z0, gγ(nτϕ/2))− di (gγ(nτϕ/2), zj)

= di (gγ(nτϕ/2− τϕ), gγ(nτϕ/2)) = τϕi .

Taking the limit j → +∞, Equation (4.12) follows. This completes the proof
of the claim.

Now by the above claim and disjointness of Ui(l)’s, we have

µ(O × (ε-neighborhood of I + τϕ)) ≥ µ

(⋃
l

Fl(Cl × I)

)
=
∑
l

µ (Fl(Cl × I))

=
∑
l

µ(Cl × I)

≥ µ(K × I).
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Note that µ(O× (ε-neighborhood of I + τϕ)) < +∞ since µ is Radon. Since
ε > 0 and an open set O ⊃ K are arbitrary, we have

(T ∗ϕµ)(K × I) = µ(K × (I + τϕ)) ≥ µ(K × I).

Step 2. Consider the case that E = A × B for Borel A ⊂ ∂Z and a
box B ⊂ Rr. Since µ is supported on Λϕ,C(Γ) × Rr, we may assume that
A ⊂ Λϕ,C(Γ). By the inner regularity of µ and T ∗ϕµ, there exist compact
subsets E1, E2 ⊂ E such that

|µ(E)− µ(E1)| < ε and |(T ∗ϕµ)(E)− (T ∗ϕµ)(E2)| < ε.

Considering projections of E1 ∪ E2 to A and B, we obtain compact subsets
K ⊂ A and I ⊂ B so that

|µ(E)− µ(K × I)| < ε and |(T ∗ϕµ)(E)− (T ∗ϕµ)(K × I)| < ε.

Since B is a box, we can take the smallest box containing I and hence we
may assume that I is a compact box. Applying Step 1 to K × I, we have

(T ∗ϕµ)(E) ≥ µ(E)− 2ε.

Since ε > 0 is arbitrary, (T ∗ϕµ)(E) ≥ µ(E) follows.

Step 3. When E ⊂ H is a finite union of open sets of the form O1 ×O2 for
open sets O1 ⊂ ∂Z and open boxes O2 ⊂ Rr, E is a disjoint union of finitely
many Borel subsets of the form A×B, where A ⊂ ∂Z is Borel and B ⊂ Rr
is a box. Hence, (T ∗ϕµ)(E) ≥ µ(E) follows from Step 2.

Step 4. When E ⊂ H is an open set, E is a countable union of open sets of
the form O1 × O2 for open sets O1 ⊂ ∂Z and open boxes O2 ⊂ Rr. Hence,
(T ∗ϕµ)(E) ≥ µ(E) follows from Step 3.

Step 5. Finally, suppose that E ⊂ H is a Borel subset. Then it follows from
Step 4 and the outer regularity of µ and T ∗ϕµ that

(T ∗ϕµ)(E) ≥ µ(E).

Now we have shown Equation (4.7), and hence µ is absolutely continuous
with respect to T ∗ϕµ. Since both µ and T ∗ϕµ are Γ-invariant, dµ

dT ∗ϕµ
is Γ-

invariant as well. Since Tϕ commutes with the Γ-action, T ∗ϕµ is Γ-ergodic,
and hence dµ

dT ∗ϕµ
is constant T ∗ϕµ-a.e., which must be positive. Hence, there

exists λ ∈ R such that dT ∗ϕµ

dµ = eλ µ-a.e., and moreover, λ ≥ 0 by Equation
(4.7). This completes the proof. �

4.4. Closed orbits in H. We record following observation that every Γ-
orbit outside Λ(Γ)× Rr is closed. This implies that any Γ-invariant ergodic
Radon measure onHr(Λ(Γ)×Rr) is the counting measure of a single Γ-orbit
there, up to a constant multiple.
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Proposition 4.7. Let Γ < Isom(Z) be a non-elementary transverse sub-
group. Then for any (ξ, u) ∈ Hr (Λ(Γ)× Rr),

Γ · (ξ, u) is closed in H.

Proof. Suppose not. Then there exists a sequence {gn}n∈N ⊂ Γ such that
gn(ξ, u) = (gnξ, u+βξ(g

−1
n z0, z0)) converges in H, to a point in HrΓ · (ξ, u).

In particular, the sequence {gn}n∈N is an infinite sequence. Hence, after
passing to a subsequence, we can set ζ := limn→+∞ g

−1
n z0 ∈ Λ(Γ). Since

ξ /∈ Λ(Γ), at least one component of ξ and ζ are different. Therefore,
βξ(g

−1
n z0, z0) is unbounded, yielding a contradiction. �

4.5. Proof of the rigidity. Let us now prove Theorem 4.4.

Proof of Theorem 4.4. The case (2) is a direct consequence of Proposition
4.7. We now prove (1). Let µ be a Γ-invariant ergodic Radon measure on H
supported on Λc(Γ)× Rr. We define

A :=

ß
a ∈ Rr : ∃λ(a) ∈ R such that

dT ∗aµ

dµ
= eλ(a) a.e.

™
.

It is straightforward that A is an additive subgroup of Rr and λ : A→ R is
an additive homomorphism. Moreover, by Theorem 4.6,

Spec(Γ) ⊂ A.

Hence, it follows from non-arithmeticity of Spec(Γ) that A ⊂ Rr is dense.

Claim. The homomorphism λ extends to a linear form λ : Rr → R so that

T ∗aµ = eλ(a) · µ. (∀a ∈ Rr)

To see the claim, let f : H → R be a compactly supported continuous
function with

∫
fdµ > 0. We define a map λf : Rr → R by

eλf (a)

∫
f dµ =

∫
f ◦ T−a dµ. (∀a ∈ Rr)

Then λf (a) = λ(a) for a ∈ A. By Dominated convergence theorem, λf is
continuous on Rr. Since λ : A → R is a homomorphism, this implies that
λf : Rr → R is a continuous homomorphism, which must be a linear form.

We apply the above argumet for every compactly supported continuous
functions with positive integrals. Since the resulting linear form λf con-
incides with λ on a dense subset A ⊂ Rr, λf in fact does not depend on
the choice of f , and is the unique extension of λ : A → R. That means,
eλ(a)

∫
f dµ =

∫
f ◦ T−a dµ holds for every f ∈ Cc(H), where we mean by λ

the unique extension of λ : A→ R. This proves the claim.

The claim implies that there exists a finite Borel measure ν0 on ∂Z so
that µ is decomposed on H = ∂Z × Rr as follows:

dµ(ξ, u) = eλ(u) · dν0(ξ) du.
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By the Γ-invariance of µ, it is easy to see that for each g ∈ Γ,
dg∗ν0

dν0
(ξ) = e−λ(βξ(gz0,z0)) for ν0-a.e. ξ ∈ ∂Z.

Then for z ∈ Z, define the measure νz on ∂Z by setting

dνz(ξ) :=
e−λ(βξ(z,z0))

ν0(∂Z)
dν0(ξ).

This is well-defined, and moreover the family {νz}z∈Z is a 1-dimensional λ-
conformal density of Γ. Since {νz}z∈Z is supported on Λc(Γ), δλ(Γ) = 1 and
Γ is of λ-divergence type by Theorem 3.16. Therefore,

µ =
1

ν0(∂Z)
· µλ,

which completes the proof. �

5. Existence of ergodic invariant Radon measures

We continue the setting of Section 4. In this section, we prove the ergod-
icity of the invariant Radon measure defined in Definition 4.1.

Theorem 5.1. Let Γ < Isom(Z) be a non-elementary transverse subgroup
with non-arithmetic length spectrum. For a linear form ψ : Rr → R, if Γ is
of ψ-divergence type, then

the Γ-action on (H, µψ) is ergodic.

Moreover, µψ is supported on Λc(Γ)× Rr ⊂ H.

Note that µψ being supported on Λc(Γ) × Rr is due to Blayac–Canary–
Zhu–Zimmer [BCZZ24b] (Theorem 3.16). Hence, it suffices to show that µΓ is
Γ-ergodic. This is a special case of the following, together with Theorem 3.16:

Theorem 5.2. Let Γ < Isom(Z) be a non-elementary transverse subgroup
and ψ : Rr → R a linear form. Suppose that Γ is of ψ-divergence type. Let
Γ0 / Γ be a normal subgroup such that

• Spec(Γ0) is non-arithmetic and
• the Γ0-action on ∂Z is ergodic with respect to the δψ(Γ)-dimensional
ψ-conformal density of Γ.

Then,
the Γ0-action on (H, µψ) is ergodic

where µψ is the measure defined in Definition 4.1 for Γ.

5.1. Concentration on guided limit sets. We first strengthen the Hopf–
Tsuji–Sullivan dichotomy of Blayac–Canary–Zhu–Zimmer [BCZZ24b] stated
in Theorem 3.16, by showing that the divergence-type conformal measure is
in fact supported on guided limit sets. Recall from Definition 3.13 that a
conformal density of Γ is of divergence type, if Γ is of divergence type with
respect to a linear form associated to the given conformal density.
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Proposition 5.3. Let Γ < Isom(Z) be a non-elementary transverse subgroup
and ν = {νz}z∈Z a divergence-type conformal density of Γ. Let ϕ ∈ Γ be
loxodromic and let C = C(ϕ) > 0 be as in Lemma 2.12. Then

νz0(Λϕ,C(Γ)) = 1.

Proof. We consider the measure µν on H defined in Definition 4.1. By The-
orem 3.16, we have that µν is supported on Λc(Γ)× Rr. Hence, we proceed
the argument in the proof of Theorem 4.5 with µν . Then for the subset
Bn ⊂ H defined in Equation (4.5), n ∈ N, we have

µν(Bn) > 0

by Equation (4.6). For each n ∈ N, let En ⊂ ∂Z be the projection of Bn ⊂ H
to the ∂Z-component. Then by the definition of µν , we have

νz0(En) > 0 for all n ∈ N.
In particular, ΓEn ⊂ ∂Z is a Γ-invariant subset of positive νz0-measure.

This implies νz0(ΓEn) = 1 by the Γ-ergodicity (Theorem 3.16). Therefore,
we have

νz0

(⋂
n∈N

ΓEn

)
= 1.

Then as at the end of the proof of Theorem 4.5, we have⋂
n∈N

ΓEn ⊂ Λϕ,C ,

finishing the proof. �

5.2. Essential subgroups. An important ingredient to show the ergodicity
of a measure onH is the notion of essential subgroups, introduced by Schmidt
[Sch77] and studied further by Roblin [Rob03]. For a conformal density ν =
{νz}z∈Z , all measures in the family ν are in the same measure class. Hence,
in discussing positivity of a Borel subset, we simply use the notation ν.

Definition 5.4. Let Γ < Isom(Z) be a subgroup and let ν be a conformal
density of Γ. We define the subset Eν(Γ) ⊂ Rr as follows: a ∈ Eν(Γ) if for
each ε > 0 and a Borel subset E ⊂ ∂Z with ν(E) > 0, there exists g ∈ Γ
such that

ν
(
E ∩ gϕg−1E ∩ {ξ ∈ ∂Z : ‖βξ(z0, gϕg

−1z0)− a‖∞ < ε}
)
> 0.

It is easy to see that Eν(Γ) is a closed subgroup of Rr. We call Eν(Γ) the
essential subgroup for Γ and ν.

This vector version of essential subgroup was introduced by Lee–Oh [LO23]
for higher rank Lie groups. The size of the essential subgroup plays a role
of criterion for the ergodicity of actions on H. The following was proved in
[Sch77] for abstract measurable dynamical systems, and more direct proof
for a particular case of CAT(−1) spaces was given in [Rob03]. For a general
higher rank Lie groups, this was proved by Lee–Oh [LO23]. The same proof
works in our setting as well.
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Proposition 5.5 ([Sch77], [Rob03, Proposition 2.1], [LO23, Proposition
9.2]). Let Γ < Isom(Z) and let ν be a conformal density of Γ. Then the Γ-
action on (H, µν) is ergodic if and only if the Γ-action on (∂Z, ν) is ergodic
and Eν(Γ) = Rr.

In this perspective, the following is the main step in the proof of Theo-
rem 5.2, which was proved by Roblin [Rob03] for CAT(−1) spaces. Rob-
lin’s approach was generalized to certain higher-rank settings by Lee–Oh
[LO23] and by the second author [Kim24] in different ways. While similar
approaches would work for our setting as well, we present another proof that
does not require metrizing the boundary for future applications.

Lemma 5.6. Let Γ < Isom(Z) be a non-elementary transverse subgroup and
ν a divergence-type conformal density of Γ. Let ϕ ∈ Γ be loxodromic. Then
for each ε > 0 and a Borel subset E ⊂ ∂Z with ν(E) > 0, there exists g ∈ Γ
such that

ν
(
E ∩ gϕg−1E ∩ {ξ ∈ ∂Z : ‖βξ(z0, gϕg

−1z0)− τϕ‖∞ < ε}
)
> 0.

In particular, if Γ0 / Γ is a normal subgroup, then

Spec(Γ0) ⊂ Eν(Γ0).

Proof. Let C = C(ϕ1) > 0 be as in Lemma 2.12. By Proposition 5.3, ν is
supported on Λϕ,C(Γ). Together with the inner regularity of ν, it suffices to
consider compact subsets of Λϕ,C(Γ).

Denote by ψ : Rr → R a linear form associated to ν. We can normalize ψ
so that δψ(Γ) = 1, by Theorem 3.15.

Let K ⊂ Λϕ,C(Γ) be a compact subset and fix ε > 0. Suppose that for
each g ∈ Γ,

ν
(
K ∩ gϕg−1K ∩ {ξ ∈ ∂Z : ‖βξ(z0, gϕg

−1z0)− τϕ‖∞ < ε}
)

= 0.

Then showing ν(K) = 0 finishes the proof.
To do this, let O ⊂ ∂Z be an open subset containing K. We will then

construct a Borel subset E(O) ⊂ O such that

(5.1) ν(K ∩ E(O)) = 0 and ν(E(O)) ≥ e−ψ(τϕ)−ε‖ψ‖∞ · ν(K).

This yields ν(K) = 0 as in [CK25, Proof of Lemma 8.5].
Hence, it remains to find a set E(O) ⊂ O satisfying Equation (5.1). Recall

the cover U and its subcollection V for K and O constructed in the proof of
Theorem 4.6. For l ∈ N, we also recall Cl ⊂ O in Equation (4.8) and the
restriction Fl = gi(l)ϕg

−1
i(l) : Cl → ∂Z of the map in Equation (4.10), where

gi(l) ∈ Γ is given there.
In the rest of this proof, we show that

E(O) :=
⋃
l∈N

Fl(Cl ∩K)
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satisfies Equation (5.1). By Equation (4.11), we have
⋃
l∈N Fl(Cl ∩ K) ⊂⋃

l∈NCl ⊂ O. In addition, by Equation (4.12), we have for each l ∈ N that

(5.2) Fl(Cl) ⊂
¶
ξ ∈ ∂Z : ‖βξ(z0, gi(l)ϕg

−1
i(l)z0)− τϕ‖∞ < ε

©
.

We then have
K ∩ Fl(Cl ∩K)

⊂ K ∩ gi(l)ϕg−1
i(l)K ∩

¶
ξ ∈ ∂Z : ‖βξ(z0, gi(l)ϕg

−1
i(l)z0)− τϕ‖∞ < ε

©
.

By our hypothesis on K, ν(K ∩ Fl(Cl ∩K)) = 0. Therefore,

ν

(
K ∩

⋃
l∈N

Fl(Cl ∩K)

)
= 0,

showing the first claim in Equation (5.1).
We now estimate ν

(⋃
l∈N Fl(Cl ∩K)

)
. By Equation (5.2), we have for

each l ∈ N that

ν(Fl(Cl ∩K)) =

∫
Cl∩K

e
−ψ(βξ(gi(l)ϕ

−1g−1
i(l)

z0,z0))
dν(ξ)

≥ e−ψ(τϕ)−ε‖ψ‖∞ν(Cl ∩K).

Since Fl(Cl ∩K)’s are pairwise disjoint by Equation (4.11), we have

ν

(⋃
l∈N

Fl(Cl ∩K)

)
≥ e−ψ(τϕ)−ε‖ψ‖∞

∑
l∈N

ν(Cl ∩K)

≥ e−ψ(τϕ)−ε‖ψ‖∞ · ν

(⋃
l∈N

(Cl ∩K)

)
Since K ⊂

⋃
l∈NCl as in Equation (4.8), this implies the second claim in

Equation (5.1). �

Proof of Theorem 5.2. Now Theorem 5.2 is a consequence of Proposition 5.5
and Lemma 5.6. �

6. Higher-rank homogeneous spaces

In this section, we deduce Theorem 1.4, Corollary 1.6, Theorem 1.9, and
Corollary 1.10. Let G be a connected semisimple real algebraic group. Recall
from the introduction that P < G is a minimal parabolic subgroup with
a Langlands decomposition P = MAN , where A is a maximal real split
torus, M < P is a maximal compact subgroup commuting with A, and N
is the unipotent radical of P . We also chose a maximal compact subgroup
K < G so that we have the Cartan decomposition G = K(exp a+)K, where
a+ ⊂ LieA =: a is a fixed positive Weyl chamber. Denote the Cartan
projection by κ : G → a+, defined by the condition that g ∈ K(expκ(g))K
for all g ∈ G.
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We have the Iwasawa decomposition G = KAN and the Furstenberg
boundary is F = G/P = K/M . For ξ ∈ F and g ∈ G, the Iwasawa
cocycle σ(g, ξ) ∈ a is the element such that gk ∈ K(expσ(g, ξ))N where
k ∈ K is such that ξ = kM ∈ F . Then the a-valued Busemann cocycle
β : F ×G×G→ a is defined as follows: for ξ ∈ F and g, h ∈ G,

(6.1) βξ(g, h) := σ(g−1, ξ)− σ(h−1, ξ).

Example 6.1. We present a specific example G = PSL(2,C) = Isom+(H3),
regarded as a real algebraic grooup SO◦(3, 1). In this case, we can choose
subgroups as follows:

P :=

ßÅ
a b
0 1/a

ã
: a, b ∈ C, a 6= 0

™
M :=

ßÅ
eiθ/2 0

0 e−iθ/2

ã
: θ ∈ R

™
' PSU(1) ' S1

A :=

ßÅ
et/2 0

0 e−t/2

ã
: t ∈ R

™
' R

N :=

ßÅ
1 z
0 1

ã
: z ∈ C

™
K :=

ßÅ
a b

−b a

ã
: a, b ∈ C, |a|2 + |b|2 = 1

™
' PSU(2)

Using the upper half-space model of H3, its boundary is the Riemann sphere
Ĉ = C ∪ {∞} on which G acts as linear fractional transformations. Then
P = StabG(∞), and the Furstenberg boundary F = G/P is the same as the
Riemann sphere Ĉ. Busemann cocycles are defined as usual.

6.1. As a product of CAT(−1) spaces. In the rest of this section, we now
consider the case as in Equation (1.1) that

G :=

r∏
i=1

Gi

where Gi is a simple real algebraic group of rank one.
For each 1 ≤ i ≤ r, we fix corresponding objects Pi, Mi, Ai, Ni, Ki, a+

i ,
and ai for Gi. Then we can make the choices for G by setting

♥ =

r∏
i=1

♥i

for each ♥ ∈ {P,M,A,N,K, a+, a}.
For each 1 ≤ i ≤ r, we denote the Riemannian symmetric space associated

to Gi by
Xi := Gi/Ki,

and equip it with the left Gi-invariant and right Ki-invariant metric induced
by the Killing form on ai. Then Xi is a proper geodesic CAT(−1) space,
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with the Gromov boundary

∂Xi = Ki/Mi = Gi/Pi.

Hence, we have

G/K =

r∏
i=1

Xi and F =

r∏
i=1

∂Xi

which enable us to use results in Section 3, Section 4, and Section 5.
Indeed, fixing a basepoint z0 = [id] ∈ G/K, we have

κ(g) = κ(z0, gz0) for all g ∈ G

where κ(·, ·) is defined as in Equation (3.2) for Z = G/K. In addition, we
have

βξ(id, g) = βξ(z0, gz0) for all g ∈ G, ξ ∈ F
where β on the right hand side is defined as in Equation (3.1).

Employing the notions introduced in Section 4, for a loxodromic g ∈ G,
its vector-valued translation length

τg = lim
n→+∞

κ(gn)

n
∈ a+

is also called the Jordan projection of g ∈ G.

6.2. Discrete subgroups. We mainly consider a discrete subgroup Γ < G.
Recall from Definition 4.3 the length spectrum of Γ

Spec(Γ) = {τg ∈ a : g ∈ Γ, loxodromic}

and that Spec(Γ) is called non-arithmetic if it generates a dense additive
subgroup of a. As shown by Benoist, Zariski density gives non-arithmeticity
of length spectrum.

Theorem 6.2 ([Ben00]). Let Γ < G be a Zariski dense discrete subgroup.
Then Spec(Γ) is non-arithmetic.

The limit set is defined as in Definition 3.2. Similarly, the notion of
transverse subgroup of G is defined as in Definition 1.8 or Definition 3.3.
Conical limit set is defined as in Definition 3.11.

In the introduction, Anosov subgroups and relatively Anosov subgroups
are defined as transverse subgroups that act on their limit sets as uniform
convergence groups and geometrically finite convergence groups, respectively.
We present slightly different but equivalent definitions here. These formu-
lations are motivated by the study of Gromov [Gro87], Bowditch [Bow98],
and Yaman [Yam04] regarding hyperbolic and relatively hyperbolic groups
in terms of convergence actions. As for loxodromic elements, we call g ∈ G
parabolic if each component of g is parabolic.

Definition 6.3. Let Γ < G be a non-elementary transverse subgroup.
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• We call Γ Anosov if Γ is a hyperbolic group and there exists a Γ-
equivariant homeomorphism ∂Γ → Λ(Γ), where ∂Γ is the Gromov
boundary of Γ.
– Equivalently, Λ(Γ) = Λc(Γ).

• We call Γ relatively Anosov if Γ is a relatively hyperbolic group (with
some choice of a peripheral structure) and there exists a Γ-equivariant
homeomorphism ∂BΓ→ Λ(Γ), where ∂BΓ is the Bowditch boundary
of Γ with respect to the chosen peripheral structure.
– Equivalently, Λ(Γ) = Λc(Γ) t Λp(Γ), where Λp(Γ) is the para-

bolic limit set of Γ, i.e., the set of all fixed points of parabolic
elements of Γ.

Another equivalent characterization of Anosov and relatively Anosov sub-
groups are as follows: a subgroup Γ < G is Anosov if and only if there exist a
non-elementary convex cocompact subgroup Γ̂1 < G1 and a faithful convex
cocompact representation ρi : Γ̂1 → Gi for each 2 ≤ i ≤ r so that the diag-
onal embedding (id×ρ2 × · · · × ρr)(Γ̂1) < G is a finite index subgroup of Γ.
Similarly, Γ is relatively Anosov if and only if there exist a non-elementary
geometrically finite subgroup Γ̂1 < G1 and a type-preserving geometrically
finite representation ρi : Γ̂1 → Gi for each 2 ≤ i ≤ r so that the diagonal
embedding (id×ρ2 × · · · × ρr)(Γ̂1) < G is a finite index subgroup of Γ.

Remark 6.4. Using [KO25, Proposition 5.7], it is easy to see that Theorem
4.5 and Proposition 5.3 hold for relatively Anosov subgroups of a general
semisimple real algebraic group, where the alignment is discussed in Gromov
models for relatively hyperbolic groups. Similarly, they also hold for the class
of hypertransverse subgroups in the sense of [Kim24], which is the same as
the class of transverse subgroups when the ambient group is a product of
rank-one Lie groups.

Recall the Burger–Roblin measure µBR
ν associated to a conformal measure

ν, from Equation (1.2). Its ergodicity was shown as follows:

Theorem 6.5 ([LO23], [LO24], [Kim24]). Let Γ < G be a Zariski dense
transverse subgroup. For a divergence-type conformal measure ν of Γ, the
Burger–Roblin measure µBR

ν is N -ergodic.

This ergodicity was proved for Anosov subgroups in [LO24], in which case
the NM -ergodicity was shown in [LO23]. The N -ergodicity for transverse
subgroups was proved in [Kim24].

6.3. Measure classifications. We now complete the deduction of our mea-
sure classification results. Setting H := F × a, define the map

G → H = F × a

g 7→ (gP, βgP (id, g))

which induces the homeomorphism

G/NM → H.
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Via this homeomorphism, the left multiplication of G on G/NM descends
to the G-action on H defined as follows: for g ∈ G and (ξ, u) ∈ H,

g · (ξ, u) = (gξ, u+ βξ(g
−1, id)).

Therefore, H is indeed the same as the horospherical foliation of the product
G/K =

∏r
i=1Xi of CAT(−1) spaces defined as in Equation (4.1).

Then for a subgroup Γ < G, any NM -invariant Radon measure on Γ\G
is induced by a Γ-invariant measure on G of the form

dµ̂(ξ, u) dndm

for some Γ-invariant Radon measure µ̂ on H, where dn and dm are Haar
measures on N and M respectively (cf. [LO23, Proposition 10.25]). Hence,
it suffices to classify Γ-invariant Radon measures on H.

We first deduce Theorem 1.9. Let Γ < G be a Zariski dense transverse
subgroup. The NM -ergodicity and N -ergodicity of Burger–Roblin measures
(Equation (1.2)) associated to divegence-type conformal measures on Λ(Γ)
were proved in [Kim24]. In other words, we have inclusions (1) ⊂ (2) and
(1) ⊂ (3) in the statement. Hence, it remains to show that those are all
ergoic measures.

The recurrence locus RΓ ⊂ Γ\G in Equation (1.4) is characterized as

RΓ = {[g] ∈ Γ\G : gP ∈ Λc(Γ)}.

Hence, classifying NM -invariant ergodic Radon measures supported on RΓ

is equivalent to classifying Γ-invariant ergodic Radon measures supported
on Λc(Γ) × a ⊂ H. Together with the non-arithmeticity (Theorem 6.2),
it follows from Theorem 4.4 that any NM -invariant ergodic measure on
RΓ is the Burger–Roblin meaure associated to a divergence-type conformal
measure of Γ on Λ(Γ), up to a constant multiple. This shows the equality
(1) = (2) in the statement.

Combining the classification that all NM -invariant ergodic Radon mea-
sures on RΓ are Burger–Roblin measures and the N -ergodicity of Burger–
Roblin measures, it follows that all N -invariant ergodic Radon measures on
RΓ are Burger–Roblin measures, as in [Win15, Corollary 6.5]. This finishes
the proof, showing (1) = (3) in the statement.

We now deduce Corollary 1.10. Let Γ < G be a Zariski dense relatively
Anosov subgroup. Note that for any (ξ, u) ∈ H, either ξ ∈ Λc(Γ), ξ ∈
Λp(Γ), or ξ /∈ Λ(Γ). In last two cases, the orbit Γ · (ξ, u) is closed in H
by the characterization of relatively Anosov subgroups and Proposition 4.7.
Therefore, Corollary 1.10 follows from Theorem 1.9.

Finally, let Γ < G be a Zariski dense Anosov subgroup. Then Λ(Γ) =
Λc(Γ), and hence EΓ = RΓ. Therefore, Theorem 1.4 and Corollary 1.6 are
special cases of Corollary 1.10 and Theorem 1.9 respectively.
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Appendix A. Some hyperbolic geometry

We first prove Lemma 2.2.

Proof of Lemma 2.2. Consider the π/2− 0− 0 triangle in H2 with a vertex
O and two ideal vertices ξ, ζ ∈ ∂H2. Then d(O, ξζ) = 2 tanh−1(1− 1/

√
2) ≈

0.60346.
Let z ∈ [x, y] be the earliest point such that d(πγ(x), πγ(z)) = 1. We will

then take p ∈ [x, z] such that d(πγ(x), p) ≤ 2.
Let P ∈ [x, πγ(z)] be the nearest point from πγ(x). By comparison with

the hyperbolic triangle, d(P, πγ(x)) < 0.604. Hence, we have

(A.1) d(p, πγ(y)) ≥ 1− 0.604 ≥ 0.396.

Now, since d(πγ(x), πγ(z)) > 1, the angle ]πγ(z)πγ(x)P is less than 45
degrees. Now, let Q ∈ [x, πγ(z)] be the nearest point from z. Note that
]yπγ(z)πγ(x) is 90 degrees and ]πγ(z)πγ(x)x is at most 45 degrees. Hence,
]zπγ(z)x is at least 45 degrees. This implies that d(πγ(z), Q) is at most
0.604. This implies that P either comes earlier than q on [x, πγ(z)], or
comes no later than Q by 0.208.

Now note that 4zQx is a right-angled triangle. The comparison principle
tells us that d(Q, [x, z]) < 0.604. If P comes earlier than Q along [x, πγ(z)],
then Lemma 2.1 says d(P, [x, z]) < 0.604 as well. If P comes later than Q
and hence d(P,Q) < 0.208, then we have d(P, [x, z]) < 0.604+0.208 = 0.812.
Either way, we have d(πγ(x), [x, z]) < 0.604 + 0.812 ≤ 2.

For the same reason, we can take the latest z′ ∈ [x, y] satisfying that
d(πγ(z′), πγ(y)) = 1 and then take q ∈ [z′, y] such that d(πγ(y), q) ≤ 2.
These p and q work. �

We next sketch the proof of Lemma 2.8. When z ∈ X, this is due to the
1-Lipschitzness of πγ(·). Hence, suppose that z ∈ ∂X. Since zn → z ∈ ∂X,
we have d([zn, zm], γ)→∞ as n,m→ +∞.

Hence, it suffices to prove that:

Claim. for each z, w ∈ X, if d(πγ(z), πγ(w)) = ε > 0, then d([z, w], πγ(w)) ≤
1 + e2/l where l = eε−1

eε+1 .

To see this, let4ABC be the comparison triangle in H2 for4zπγ(z)πγ(w)
in X. Then ]ABC ≥ ]zπγ(z)πγ(w) = π/2. This forces that ]ACB is
smaller than the angle ]ξCB, where ξ is the boundary point made by the
ray
−−→
BA. By hyperbolic geometry, we have that

]ACB ≤ ]ξCB ≤ tan−1 1− l2

2l
.

We then have ]wπγ(w)z ≥ π/2− ]ACB ≥ tan−1 2l
1−l2 .

Let us draw a comparison triangle 4PQR in H2 for 4wπγ(w)z in X.
Then ]PQR ≥ tan−1 2l

1−l2 , and there exist p ∈ PQ and q ∈ QR with
d(p, q) ≤ 1 and d(p,Q) ≤ e2/l. This implies that d(πγ(w), [z, w]) ≤ 1 + e2/l.
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